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Semantic-Gap-Oriented Active Learning for
Multilabel Image Annotation

Jinhui Tang, Zheng-Jun Zha, Dacheng Tao, and Tat-Seng Chua

Abstract—User interaction is an effective way to handle the semantic gap
problem in image annotation. To minimize user effort in the interactions,
many active learning methods were proposed. These methods treat the se-
mantic concepts individually or correlatively. However, they still neglect
the key motivation of user feedback: to tackle the semantic gap. The size
of the semantic gap of each concept is an important factor that affects the
performance of user feedback. User should pay more efforts to the con-
cepts with large semantic gaps, and vice versa. In this paper, we propose a
semantic-gap-oriented active learning method, which incorporates the se-
mantic gap measure into the information-minimization-based sample selec-
tion strategy. The basic learning model used in the active learning frame-
work is an extended multilabel version of the sparse-graph-based semisu-
pervised learning method that incorporates the semantic correlation. Ex-
tensive experiments conducted on two benchmark image data sets demon-
strated the importance of bringing the semantic gap measure into the active
learning process.

Index Terms—Active learning, image annotation, multilabel, semantic
gap, sparse graph.

I. INTRODUCTION

In recent years, a lot of research work has been devoted to automatic
image annotation [1]-[3]. However, the purely automatic image anno-
tation techniques are still far from satisfactory due to the well-known
problem of semantic gap. User interactions and feedback provide a pos-
sible solution to handle this issue. To fully utilize human effort, active
learning aims to actively select the most effective samples to present to
the users for feedback [4].

A typical active learning framework consists of two parts, i.e., a
learning engine and a sample selection engine. It is an iterative process.
In each round, the learning engine trains a model to predict the labels
of unlabeled samples based on the training set, whereas the sample se-
lection engine selects the most effective unlabeled samples based on a
certain strategy for manual labeling. These samples are then added to
the training set for the next round of learning. The basic objective of
the sample selection engine is to select the samples that are more useful
than the randomly selected samples for training.

It is obvious that the sample selection strategy plays a crucial role
in an active learning framework. Lots of approaches were proposed to
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Fig. 1. Comparison of the frameworks of semantic-gap-oriented active learning
and traditional active learning. (a) Framework of traditional active learning.
(b) Framework of semantic-gap-oriented active learning.

reduce the number of manually labeled images required for effective
learning [5]. However, the existing methods do not directly tackle the
semantic gap, which is a key motivation of user feedback. The semantic
gap is the lack of coincidence between the information that one can ex-
tract from the visual data and the interpretation that the same data have
for a user in a given situation [6]. Traditionally, an image is relevant
to multiple semantic concepts while different concepts have different
sizes of semantic gaps [7]. The size of each concept’s semantic gap
is an important factor that affects the user interactions in a multilabel
image annotation framework. User should spend more efforts to the
concepts with large semantic gaps, and vice versa.

In this paper, we propose a semantic-gap-oriented active learning
method for multilabel image annotation. It combines the semantic gap
measures of concepts into the information minimization criterion to
take into the effects of semantic gap in the sample selection strategy.
Fig. 1 visualizes the comparison between the frameworks of semantic-
gap-oriented active learning and traditional active learning. The basic
learning model used in this framework is the multilabel sparse-graph-
based semisupervised learning, which is an extended version of the
method proposed by Tang et al. [8] to a multilabel scenario by incorpo-
rating the semantic correlation. Extensive experiments are conducted
on the benchmark image data sets NUS-WIDE [9] and Corel [10] to
show the effectiveness of integrating the semantic gap measure into an
active learning framework.

The rest of this paper is organized as follows. Section II introduces
the related work on sample selection. In Section III, we derive the
semantic-gap-oriented active learning strategy based on the expected
classification risk reduction. The quantitative measure of semantic gap
is presented in Section IV, whereas the correlative sparse-graph-based
semisupervised learning framework is introduced in Section V.
Section VI details the experimental evaluation on a real-world image
set. Finally, we conclude the work in Section VII.

II. RELATED WORK

The optimal sample selection strategy is based on the expected
classification risk reduction [11]. However, estimating the reduced
expected risk is very computationally intensive [12]. For image
annotation, we usually need to deal with the large-scale data. Thus,
several kinds of heuristic sample selection strategies were proposed.
As discussed by Wang and Hua [5], these heuristic criteria can be
categorized into four groups.

* The most commonly used criterion is uncertainty, which means

that the most uncertain samples should be selected. A typical mea-
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sure that estimates uncertainty is the information entropy. The un-
certainty criterion can be also viewed as a greedy strategy to re-
duce risk (without model updating, the method to reduce maximal
expected risk is to select the most uncertain samples). This crite-
rion has been widely explored for its simplicity [13]-[16].

* The second criterion is diversity, which was first investigated in
batch mode active learning [17]. In many applications, we need to
select a batch of samples instead of just one in an active learning
iteration. Recent work shows that the selected samples in a batch
or even all the labeled samples should be diverse [15], [16], [18].

» The third criterion is density, which favors the selection of samples
within the regions of high density [19], [20].

* The last criterion is relevance, which is the degree of the retrieved
image relevant to the query. It is usually applied in multilabel
image annotation and retrieval. Of course, the aforementioned cri-
teria such as uncertainty can be also applied together with this
criterion. However, in many cases, it is found that the use of rele-
vance criterion alone, i.e., directly selecting the samples that have
the highest probabilities to be relevant, is more effective [21], [22].

The four criteria reflect four different aspects of samples’ effectiveness.
In many cases, these criteria are combined explicitly or implicitly [23].
The semantic-gap-based strategy can be regarded as a supplement to
the traditional four criteria while it can be also combined with other
strategies.

Actually, the above four criteria are general sample selection strate-
gies for active learning. For the complex case of multilabel image
annotation, several special strategies were proposed. Qi et al. [24] pro-
posed a 2-D active learning method that selects sample-concept pairs
for manual annotation in a correlative multilabel learning approach.
The sample-concept selection is derived based on the reduction in
multilabel Bayesian error bound. Vijayanarasimhan and Grauman [25]
treated the manual labeling costs to be different for different images
and label types. They proposed a method that trades off between the
labeling effort and the information gain.

The objective of our work is to demonstrate the usefulness of the
semantic gap measure in the sample selection strategy. Thus, we derive
the semantic-gap-oriented active learning approach basically from the
information minimization criterion, while discarding the other criteria.
Certainly, the other criteria such as diversity and relevance can be also
integrated into the whole framework.

III. SEMANTIC-GAP-ORIENTED ACTIVE LEARNING

We use f to denote the predicted multilabel vector of image x, where
fi gives the predicted label of the ith semantic concept of x. By using
U to denote the pool of unlabeled samples to be selected for learner,
the Bayesian classification error over all samples in ¢/ before labeling
a selected sample x; is

1
ey = = e, 1
() |mZ(I ) (1)
xEU
where £? = (%1,¥1)s (X2,¥2) + « 5 (X 0|, ¥|2|) Tepresents the set

of labeled image-label pairs. After labeling, the expected classification
error is

1 b
Eﬂ’ = 5 ff~:; s Xs E(f U’
) o E(fIE: L %)+ D E(FIL,x)
xEU\x s
:ﬁ > EfILt x) 2)

xEU\x

where L% = {Kb, (Xs,¥s)}-

2355

05

0.45F

a4t 1 J
EH(P)

0351 1

03r

0251

\

\
o2t min{p,1-\p)
015}

01

0.05 \ \V

oCl 01

02 03 04 05 08 07 08 08 1

Fig. 2. Tlustration of the inequality (1/2)H(p) — € < min{p,1 — p} <
(1/2)H(p), e = (1/2)log(5/4) [24].

Then, the error reduction can be represented as

AEU)=EU)—-EU)

:% SEL x)+ S - Y S x)
| | xEU\x xEU\x

=A& + A& ©)]
where A& = (1/UDEEILE, x,) and A& =

(/DL ok ecrnx. E(f|L, %) - Yxeunx, €(EILY x)}. Thus, our
objective is to select the x, that maximize the above expected error
reduction A& + A&s.

Let us first consider A&

1 m ‘ ) 1 m ) )
AE:,—EE}%E,XS g,—EHjiE,xs)
VT ) Sqg

_ 1 b
= 2|M|H(f|£ . Xs) )
where
H(fIL" x,) = > H(fi|L" %) ®)
i=1
and H(f; |£b, X, ) is defined as
H(fi|L",%xs)
= —P(f; = 1)£° x.) x log P(f; = 1|£°, %)
— P(fi = 0|£°, x.) x log P(fi = 0|£°, x.). (6)

The inequality in (4) can be proven as follows: the Bayesian
classification error is [26]: &(fi|£°.x:) = min{P(f;i =
1|18, x.), P(fi = 0]|£%x,)}. From Fig. 2, we can see that the
inequality (1/2)H(p) — ¢ < min{p,1 — p} < (1/2)H(p) holds
and € = (1/2)log(5/4). Thus, we have(1/2)H(f;|£",xs) — € <
E(filL0xa) < (1/2)H(filL%,%.).

Regarding A&z, the expected errors £(f|£%, x) and £(f|£°, x) are
not computable due to the unknown marginal distribution P(x) and
conditional distribution P(y|x). Fortunately, our learning framework
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is based on the sparse graph representation that means every sample is
only related to very few other samples. Then, we can rewrite A& as

1 b
A& = - S(t|Lh, %) —
=g X e
xEU\x 5

LS s+ Y edLtx)

> EHIL %)

xEU\x ¢

= W —
XER XER s
- Y Lt x) - D EEILY %)
XER, xeﬁs
1 D a
DY {eae o - @it} (7)
XER

where R is the sample set in which each sample is reconstructed by
using x,, R is the sample set in which neither sample is reconstructed
by using x5, Rs JRs = U \ x,, and Rs(\Rs = 0. The third
equality stands because the samples in R . are not related to x.; thus,
Ser, EEILYx) = 3, or, EEILY ).

Until now, A&, is still not computable. However, we can find that
a key factor affecting the quantity is the size of R. Assume that the
obtained error reduction &(f|£%, x) — £(f|£%, x) for every x € R,
is similar when we add a new training pair ( X,,¥s); we can achieve
more error reduction linearly when the size of R increases. Thus, we
can rewrite (7) as

Al = 2|z4|

(pIRs]) ®)
where |R | is the number of samples in R, and p is an incomputable
variable, while we regarded as a parameter.

To this end, we can obtain that

AEU) < {H(f|£ X, +/)|72,¢|}. )

2]

A reasonable approach is to select the x that maximizes the above
expected error reduction AE(L{), which is difficult to estimate. For-
tunately, it is easy to calculate the upper bound of the error reduc-
tion. Thus, we can alternatively select the x,, that maximizes the upper
bound of the error reduction. That is

X, = argmax, . {H(f|£b,xs) + p|725|} . (10)
However, we know that different concepts have different sizes of se-
mantic gaps [7]. The automatic annotation of some concepts works
quite well, such as sunset. For this kind of concepts, sometimes it is
not necessary to manually label them. For the concepts with large se-
mantic gaps, such as dog, the automatic annotation performance is not
sufficient to fulfill the needs of real applications. Thus, we need to pay
more attention to manually labeling those images that are informative
to concepts with large semantic gaps.

We use the significance vector I' = [y1, ..., Vm] to denote the se-
mantic gap measures of the m different concepts. By using Er(f|L, x)
to represent the semantically weighted classification error for x, and
note that |R,| is unrelated to the semantic gap of concepts, formulas
(3) and (4) can be rewritten as

AENU) = ELU) — EFU) = AEry + Ara

m

_ 1 ol e b L p
- |Z/(| ; )l"(fl|£ ,X5)+ 2|Z'{|p|Rb|
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1 m
< 5777 W H(fi|C
\2|U| {Zw H(f

Hr(£1£°, %.) + p| R, |}

)+pI/Rs|}

11
2|z4| { (an
To this end, our objective becomes to select the x, that maximizes
the above expected semantically weighted classification error reduction
A&r(U). Thus

X! = argmax,_,, {Hr(f|£b,x5) + p|Rs|} (12)
where
Hr(f1£" %) = ) wH(filL", %) (13)

is the semantically weighted information of sample x’s labels.

Considering that these labels have semantic correlations, we should
incorporate the mutual information of the x,,’s labels into formula (13).
Here, we only consider the first-order semantic correlation information,
A&ry becomes

Aou—'b{'ZE[ fz|L X<7f])]

(rn—1)|z4| ZZ‘F fz|£ Xs, f5)

111;&

T m - 1)|z/(| Zz%f(ﬁlL Xs, ff)

= quﬁz
2(m—1)|u|;; "

X {H(fr|£ ,Xs) — AW’[I(.fiaf]|£b’xg>}
- N B e | b
= 2] {;”'ZH(W x2)
1 m
Tmm—1 ZZ'Y"A’[I(fnfj|/3b,xs)}

i=1 j#i
_ 1 ks v ' ‘b
= 5 {?_:mH(leL %)
Z z+
m—1 r MI(fi, f]|L‘ XS)}

1,]1F]

(14)
where E[] is the mathematical expectation, and the last equality comes
from the fact that MI(fi, f;|£%,x.) = MI(f;, f:|£", x.). Finally,
we can obtain the correlation-based sample selection strategy

m

X, = argmax, o {Z v H (fi]£°, %)

=1

y UM HIE %) + IR I} (15)
[NRES]

m—l

Here, H(f;|£", %) is calculated according to the formula (6), and
MI(fi. f51£%, x,) is calculated as
MI(fi, fiI£", xs)

= H(fil£" xs) + H(f|L" xs) — H(fi f;1£°xs)  (16)
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where

H(fi. f;1£°,%4)
=— ) P(fi.f

Fi, fi€[1,0]

L0 x)logP(fi, fi1£°.xs).  (17)

Since we have utilized the label correlation information in the
learning model, the joint posterior probability P(f:, f;|£%, )
can be approximated with a logistic function on the output of the
classifier: P(fi = 1.f; = 1|£%x,) = 1/(1 + e POit0)),
P(fi = Lfj = 0/£%x,) = 1/(1 4 e P0790) P(f; =
0,f; = 11£°,%x,) = 1/(1 4 e 7=%+03)) and P(f; = 0,f; =
0|1£",x,) = 1/(14e~#(=9:793)) followed by a linear normalization
to ensure Zf,,fjeu,o] P(fi, f;1£° xs) = 1. Here, §i = y; — 7,
7. = (|7i|/|£]|), where |T;| represents the number of the relevant
samples for the :th concept in the training set, and |£| is the number
of all samples in the training set, and /3 is set to 3 empirically. Then,
we can marginalize the joint probability to get: P(f; = 1|£°,x,) =
P(fi=1,f =1L" %)+ P(fi =1, f; = 0|£% x.),and P(f; =
0£% %) = P(fi =0, f; = 1|£° %) + P(fi = 0. f; = 0", x,).

IV. QUANTITATIVE MEASURE OF SEMANTIC GAP

Semantic gap can be regarded as the inconsistency between the dis-
tributions of the low-level visual features and the high-level semantic
concepts. Currently few research efforts have been done on how to
quantitatively measure the semantic gaps of different concepts, except
for the recent work done be Lu er al. [7]. We adopt a similar method
as that of [7] in our framework to measure the semantic gap. Here, we
briefly introduce the procedure.

First, for each image x;, we search for its k£ nearest neighbors
based on their visual similarities. Meanwhile, the semantic dis-
tance dis_sem(x;,x;) between x; and each of its neighbors x; is
measured by the cosine distance between the vectors of their tags:
1 — (yi - y;/|y:lly;])- The semantic gap of the current image x; is
then measured as

Im_SG(x;) = % > dissim(xi,x;) (18)
x;EN(x;)

where AV (x;) represents the set of the k nearest neighbors of x; in the
visual space. We can see that Im_SG(x;) interprets the consistency of
visual features and semantic concepts of image x;.

Second, the images with the ¢-smallest semantic gaps are selected,
and the fast '-Means algorithm [27] is used to cluster these images
into K clusters C; (i = 1,..., K). Here, instead of employing the
affinity propagation as in [7], we adopt the fast -Means algorithm
since the affinity graph construction is very slow.

Finally, the semantic gap measure of a certain concept ¢; is defined
based on the relevance scores of the tags to the clusters. Thus

SG(c;) =1/ > RS(c;,Ci)

c;ec

19)

where RS(¢;,C;) represents the relevance score of the concept ¢; to
cluster C;, and C' is the cluster pool. Many strategies can be applied to
measure RS. Lu et al. [7] showed that the strategy of image frequency
inverse tag frequency is effective. Accordingly, RS is defined as
OC(c;,C4)

RS(c¢;. C5) = { INeIeArNME otherwise

. (20)
0, W,=®orc; ¢7;

where OC(c;, C;) represents the number of concept ¢; in the associ-
ated tags of images that belong to cluster C';, and 7; is the set of tags
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TABLE I
O DER OF SEMANTIC GAP MEASURES OF SEVERAL CONCEPTS
book (1.00) > dancing (0.823) > cars (0.545) >
cow (0.283) > birds (0.0935) > cityscape (0.0710) >
bridge (0.0587) > house (0.0354) > mountain (0.0185) >
grass (0.0070) > sunset (0.0069) > water (0.0022) —

associated to the images of cluster C;. #(7;) denotes the number of
unique tags in 7;.

Table I shows the order of semantic gap measures of several concepts
and their normalized quantitative values. They are calculated from the
training set in our experiments on NUS-WIDE-Lite [1]. The parameters
are empirically set to: & = 500, I = 50, and t = 3, 000.

V. CORRELATIVE SPARSE-GRAPH-BASED SEMISUPERVISED LEARNING

Until now, we have detailed the sample selection engine. For the
learning engine, we extend the kKNN-sparse-graph-based semisuper-
vised learning [8] to a multilabel scenario by incorporating the semantic
correlation as the basic learning model.

A. ENN-Sparse Graph Construction

Most traditional graph-based semisupervised learning algorithms
construct the graphs according to visual distance and are thus very
sensitive to the noise in visual features. Moreover, constructing the
graph based only on visual distance will bring in semantically unre-
lated links between samples due to the semantic gap.

It has been found in neural science that the human vision system
seeks a sparse representation for the incoming image using a few words
in a feature vocabulary [28]. Wright ef al. [29] demonstrated that the
{1 -norm-based linear reconstruction error minimization can naturally
lead to a sparse representation for the images. The sparse reconstruction
is robust to the noise in features and has been shown to have the ability
to ensure that the images selected to reconstruct the test image are se-
mantically related to the test image [1]. However, the one-versus-all
sparse reconstruction is computationally very complex. Thus, we adopt
the method proposed by Tang et al. [8] to construct the one-versus-
kNN sparse graph by reconstructing each sample from its & nearest
neighbors instead of all the other samples.

Suppose we have an underdetermined system of linear equations:
x = Dw, where x € R? is the feature vector of the image to be
reconstructed, w € R" is the vector of the unknown reconstruction
coefficients, and D € R**™ (d < n) is a matrix formed by the feature
vectors of the other images in the data set. The sparse solution for w
can be obtained by solving the following convex optimization problem
[30]:

minw ||w||i, st x=Dw. 21
In practice, there may exist noise on certain elements of x, and a
natural way to recover these elements and provide a robust estimation
of w is to formulate x = Dw + &, where ¢ € R? is the noise term.
We can then solve the following £; -norm minimization problem with
respect to both reconstruction coefficients and feature noise
ming ||[W||i, s.t. x=Bw (22)
where B = [D;I] € R+ and w = [w; ¢T]T. This optimiza-
tion problem is convex and can be transformed into a general linear pro-
gramming problem. There exists a globally optimal solution, and the
optimization can be efficiently solved using many available ¢;-norm
optimization toolboxes such as [31].
Let X = {X1,...,Xi,Xi41,...,Xn } be the set of feature vectors
for the V images in the data set, where x; € R represents the ith
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sample in the data set, and G = {X, W = {w;, } } be the sparse graph
with the samples in set X as graph vertices and W' as the edge weight
matrix. The construction of the ANN-sparse graph can be summarized
as follows [8].

1) For each sample x;, search its % nearest neighbors A'(x;). Here,
an approximate method [32] can be applied to accelerate the
process.

2) Form the matrix B; with all samples x;, € N(x;) : B, =
[Xiys Xigs- - Xy, 1) € RP¥UHR) where p € {1,2,...,k} and
ip € {1,2,..., N}. Then, the vector of the reconstruction coef-
ficients for x; can be obtained by solving the following ¢; -norm
minimization problem:

minw, [|wsl|1, s.t. x; = Biw; (23)

. Atk :
where w; € RT™ . We call this one-versus-
ENN  sparse reconstruction. Note that if we set
,/V‘(X,') = {X],...,X;_1,Xi+1,...7x,7\f}, then it be-

comes the one-versus-all sparse reconstruction and k = N — 1.

3) Set the edge weight w;; from the sample x; to the sample x; as
wi; = wilp), lf % € A/:(Xi) and j = ip (24)
0, ifx; ¢ NV(xi)
where i, j € {1,2,..., N}, and w;(p) denotes the pth element
of vector w;.
B. Correlative Sparse-Graph-Based Inference
We reorder the samples in image set X" and have X = L U U,
where £ = {xi,...,x;} contains the first / samples labeled as y;
with y; ; € {1,0} for jth concept ! , and U/ = {x41,...,%xN} con-

tains the unlabeled ones. We denote the matrix of the predicted labels
of all samples for all concepts as F = [fi,fs,..., fn]".

In the multilabel scenario, the labels assigned to an image are usu-
ally consistent with the inherent label correlations [33]. For example,
“beach” and “sea” are usually coassigned to a certain image since
they often simultaneously appear. Motivated by this, we extended
the sparse-graph-based semisupervised learning method in [8] to a
multilabel framework by bringing in the semantic correlation.

Similar to the assumption in linear neighborhood propagation algo-
rithm [34], we assume that the labels of each sample can be recon-
structed from the other samples’ labels, while the reconstruction coef-
ficients are the same as those for the sparse reconstruction of sample
vectors. We call this label reconstruction assumption. Thus, the linear
reconstruction coefficients in the constructed sparse matrix can be used
to predict the labels of the unlabeled samples. This prediction is based
on the intuition that the weight w;; reflects the likelihood for sample
X; to have the same label as sample x ;. Considering the correlation be-
tween the semantic concepts, we also assume that the label prediction
function over the graph should be consistent with the label correlations
[35], which we call label correlation consistency assumption.

To capture the label correlations, we introduce a i x I symmetric
matrix C with ¢;; representing the correlation between label ¢ and label
j. Then, given a label matrix Fo = [f1,f5,..., fl]T on the training
data points with certain labeling, C' is calculated as ¢} ; = exp(—||f/ —
£]|*/20?2), where f/ is the ith column of F, and ¢} = E(||f/ — ||
is the average distance. Then, C is defined as C = C' —D., where D.
is a diagonal matrix with the (7, i)-element equals to the sum of the ith
row of C’. Let us define e; as £ Cf;. Intuitively, e; reflects the coher-
ence between the inherent correlation and the label vector f; assigned
to x;. That is to say, the larger the e;, f; is more coherent with the label

1Tt is worth to note that, in this section, the definition of £ is a bit different
from Section III. Here, £ only includes the samples but without the labels.
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correlations. Consequently, we add a regularization tr(FCFT) to make
the predicted multiple labels for each sample satisfy the correlations,
where tr(M) is the trace of matrix M.

Based on the label reconstruction assumption and the label correla-
tion consistency assumption, we can infer the labels of the unlabeled
samples by minimizing the label reconstruction error. Thus

N L
mfin Z (fi — Zu’i]‘fj> <fi - Zu’iij)

=1 JF#1 J#

£, ()
iJ

st. L=y, ifx; € L. (25)
This formulation can be represented in matrix form as

min tr[(I- W)F]* [(I - W)F] + u(FCF"),

st. Fr=Y (26)

where Y is the multilabel matrix for the first [ samples. Let B = (I —
W)T(I — W) and differentiate the right side of (26) with respect to
F, we obtain

MF + FC =0 7
where M = (B+B")/2 is a symmetric matrix. By splitting the matrix
M M
M after the /th row and /th column, we have M = LE cu ] .
My My
Then, rewriting (27), we can obtain
MyuFy +FuC = -MyF. (28)

where Fu = [f1+1 , fH_Q, ey fN]T.

Equation (28) is essentially a Sylvester equation [36], which is
widely used in control theory. It is well known that (28) has a unique
solution if and only if the eigenvalues 7, 12, ..., nx—r, of Myus and
Y1,72s 0., vk Of Csatisfy n; +v; #0 (i =1,2,...,.N — L;j =
1,2,..., K). This condition can be easily satisfied in the real-world
multilabel learning scenario. Solving the equation array (28) using the
LYAP function in Matlab, we can obtain the final multilabel annotation

F of the unlabeled images.

VI. EXPERIMENTAL EVALUATION

To demonstrate the effectiveness of the semantic gap measure in the
active learning framework, we compare the proposed semantic-gap-ori-
ented sample selection strategy with the traditional uncertainty-based
sample selection strategies, which do not consider the semantic gap.
The experiments are conducted on a large-scale real-world data set
NUS-WIDE-Lite [1] on 81 labels. The data set is divided into two
parts: development part, which contains 27 807 images, and testing
part, which contains 27 808 images. The basic model is trained from
the development part, and the new training samples are actively se-
lected from the testing part. We also compare the results, learned with
or without semantic correlation, to show the effectiveness of incor-
porating the correlation into the sparse-graph-based learning model.
The low-level features we used to represent the images include 5 x5
block-based color moments (225-D), edge direction histogram (73-D),
and wavelet texture (128-D).

We conduct the label inference for ten rounds with 100 sampled im-
ages for each round. As shown in Table II, we found that the times of the
sample used to reconstruct other samples do not affect the performance
too much. Thus, we discard the AE> part in the following experiments.
We compare four approaches by discarding p|R.|: AL_noCorr (tradi-
tional active learning without correlation), AL_Corr (traditional active
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TABLE II
COMPARISONS OF THE STRATEGIES DERIVED FROM A&, AND A&y + (1/2|U|)(p|Rs|), WHERE p = 0.01 IS A TUNED TO NEAR OPTIMAL MANUALLY
AL with A&, 024663  0.25547  0.26371  0.27191  0.27960  0.28536  0.29230  0.29867  0.30390  0.30963
AL with A& + ﬁ(/ﬂRsD 0.24656  0.25596  0.26351  0.27342  0.27989  0.28571  0.29390  0.29920  0.30393  0.30965
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Fig. 3. Comparison of APs of the 81 concepts, obtained by traditional active 1
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Fig. 4. Comparisons of semantic-gap-oriented active learning and traditional
active learning, with and without semantic correlation. The x axis indicates the
number of sampled images, and the y axis indicates the MAP.

learning with correlation), SGAL_noCorr (semantic-gap-oriented ac-
tive learning without correlation), and SGAL_Corr (semantic-gap-ori-
ented active learning with correlation). Fig. 3 compares the average pre-
cisions (APs) obtained by AL_noCorr and SGAL_noCorr with 1,000
selected samples. We can see that, although SGAL_noCorr’s perfor-
mance is a bit worse than that of AL_noCorr on the concepts with small
semantic gap, such as those marked by the yellow rectangles, it outper-
forms the AL_noCorr significantly on the concepts with large semantic
gap, such as those marked by green rectangles. Thus, SGAL_noCorr
can significantly improve the AL_noCorr on average. Fig. 4 compares
the average results obtained by the aforementioned four methods. We
can see that, by integrating the semantic gap into the sample selec-
tion strategy, the performance of active learning significantly improves.
For example, using 500 sampled images, the SGAL_noCorr achieves
a mean average precision (MAP) of 0.2797, which has an improve-
ment of 7.91% compared with AL_noCorr. We can also see that the
utilization of semantic correlation can still improve the inference per-
formance further. For example, the SGAL_Corr has an improvement
of 1.04% over SGAL_noCorr using 500 sampled images.

Since we conduct the multilabel annotation, a feedback on one image
will result in multiple feedback on labels. Thus, for each round of feed-
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rocks
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reflection

earning and semantic-gap-oriented active learning.

TABLE III
COMPARISONS OF THE NUMBERS OF USER FEEDBACK

AL_noCorr AL_Corr SGAL_noCorr SGAL_Corr
Image Feedbacks 1000 1000 1000 1000
label Feedbacks 3592 4227 3013 2998
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Fig. 5. Comparisons of aforementioned four approaches on Corel data set.

back in different approaches, we may conduct different times of user
feedback. Table III compares the numbers of feedback on both images
and labels for the four approaches. With the 1000 feedback on images,
SGAL_Corr conducted 2998 feedback on labels, which are much less
than the 4227 label feedback of AL_Corr. To this end, we can conclude
that integrating the semantic gap can improve the active learning per-
formance while reducing the manual efforts of user feedback.

We also evaluate the semantic-gap-oriented active learning strategy
on the Corel data set [10], on the 70 most frequent labels provided in
[10], using the aforementioned three kinds of features. The obtained
MAPs of the four approaches are compared in Fig. 5. We can see that
the semantic-gap-oriented sample selection strategy can consistently
improve the traditional sample selection for about 2.5% and integrating
the semantic correlation can also consistently get an approximate 1.2%
further improvement. The improvements from the semantic-gap-ori-
ented sample selection strategy here are not as significant as those in
NUS-WIDE-Lite data set. It is due to that the labels evaluated in this
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data set are the most frequent ones, which may have similar quantities
of low semantic gaps.

VII. CONCLUSION AND FUTURE WORK

The size of the semantic gap is an important factor that affects the
performance of active learning. This paper presented a semantic-gap-
oriented active learning method, which brings the semantic gap mea-
sure into the information minimization strategy to account for the ef-
fect of semantic gap in the sample selection strategy. We extended the
sparse-graph-based semisupervised learning method to multilabel set-
ting by integrating the semantic correlation as the basic learning model.
Extensive experiments conducted on two benchmark image data sets
have demonstrated that integrating the semantic gap measure into the
sample selection strategy can significantly improve the active learning
effectiveness while reducing the manual efforts of user feedback. The
results also found that the semantic correlation is helpful to improve
the sparse-graph-based learning method. In the future work, we will
integrate the other criteria such as diversity and relevance into the se-
mantic-gap-oriented active learning framework to further improve the
performance.
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