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ABSTRACT
With the proliferation of social network services, more and more social users, such as individuals and organizations, are simultaneously involved in multiple social networks for various purposes. In fact, multiple social networks characterize the same social users from different perspectives, and their contexts are usually consistent or complementary rather than independent. Hence, as compared to using information from a single social network, appropriate aggregation of multiple social networks offers us a better way to comprehensively understand the given social users.

Learning across multiple social networks brings opportunities to new services and applications as well as new insights on user online behaviors, yet it raises tough challenges: (1) How can we map different social network accounts to the same social users? (2) How can we complete the item-wise and block-wise missing data? (3) How can we leverage the relatedness among sources to strengthen the learning performance? And (4) How can we jointly model the dual-heterogeneities: multiple tasks exist for the given application and each task has various features from multiple sources? These questions have been largely unexplored to date.

We noticed this timely opportunity, and in this book we present some state-of-the-art theories and novel practical applications on aggregation of multiple social networks. In particular, we first introduce multi-source dataset construction. We then introduce how to effectively and efficiently complete the item-wise and block-wise missing data, which are caused by the inactive social users in some social networks. We next detail the proposed multi-source mono-task learning model and its application in volunteerism tendency prediction. As a counterpart, we also present a mono-source multi-task learning model and apply it to user interest inference. We seamlessly unify these models with the so-called multi-source multi-task learning, and demonstrate several application scenarios, such as occupation prediction. Finally, we conclude the book and figure out the future research directions in multiple social network learning, including the privacy issues and source complementarity modeling.

This is preliminary research on learning from multiple social networks, and we hope it can inspire more active researchers to work on this exciting area. If we have seen further it is by standing on the shoulders of giants.

KEYWORDS
multiple social networks, missing data, data completion, multi-source mono-task learning, mono-source multi-task learning, multi-source multi-task learning, volunteerism tendency prediction, user interest mining, occupation inference, career path modeling, user attribute learning
Contents

Acknowledgments ................................................................. xv

1 Introduction ........................................................................ 1
  1.1 Background ................................................................. 1
  1.2 Motivation ................................................................. 3
  1.3 Challenges ................................................................. 3
  1.4 Our Solutions and Applications ......................................... 4
  1.5 Outline of this Book ..................................................... 5

2 Data Gathering and Completion ............................................. 7
  2.1 User Accounts Alignment ............................................. 7
  2.2 Missing Data Problems ............................................... 8
  2.3 Matrix Factorization for Data Completion ......................... 9
  2.4 Multiple Social Networks Data Completion ..................... 12
  2.5 Summary ................................................................. 15

3 Multi-source Mono-task Learning ......................................... 17
  3.1 Application: Volunteerism Tendency Prediction .................. 17
  3.2 Related Work ............................................................ 19
    3.2.1 Volunteerism and Personality Analysis ....................... 19
    3.2.2 Multi-view Learning with Missing Data ..................... 20
  3.3 Multiple Social Network Learning .................................. 20
    3.3.1 Notation ............................................................ 20
    3.3.2 Problem Formulations .......................................... 21
    3.3.3 Optimization ..................................................... 22
  3.4 Experimentation .......................................................... 24
    3.4.1 Experimental Settings .......................................... 25
    3.4.2 Feature Extraction ................................................. 26
    3.4.3 Model Comparison .............................................. 29
    3.4.4 Data Completion Comparison .................................. 30
    3.4.5 Feature Comparison .............................................. 31
Acknowledgments

This book would not have been completed, or at least not what it looks like now, without the support, direction and help of many people. It is a pleasure to take this opportunity to acknowledge those who made substantial contributions in various ways to this time-consuming book project.

Our first and foremost thanks undoubtedly goes to the members of Lab for Media Search.¹ We discussed with them some technical sections of the book. Their constructive feedback and comments at various stages have been significantly helpful in shaping the book up to completion. Most importantly, they made this book project enjoyable. Particular thanks go to Mr. Xiang Wang who read the earlier drafts of the manuscript and provided helpful comments to improve the readability. Meanwhile, Mr. Xiang Wang is the major contributor of Chapter 4 in this book.

We are very grateful to the anonymous reviewers. Despite their busy schedules, they read the book very carefully and gave us many insightful suggestions.

On the publication side, we would like to express our heartfelt gratitude to the editor, Dr. Gary Marchionini, and the executive editor, Ms. Diane Cerra. They managed to get everything done on time and provided us with many pieces of valuable advice.

Lastly, our thanks would be reserved to our beloved families for their selfless consideration, endless love and unconditional support. We dedicate this book to them, with deep love.

Liqiang Nie, Xuemeng Song, and Tat-Seng Chua
March 2016

¹http://lms.comp.nus.edu.sg/
CHAPTER 1

Introduction

1.1 BACKGROUND

We are living in the era of social networks, which connect and organize social actors, such as individuals and organizations, throughout the world. Yet, an increasing number of social actors are involved in multiple social networks at the same time. This trend has been statistically reflected in a recent survey¹ as shown in Figure 1.1: multi-platform use is on the rise. In particular, more than half of Internet adult users (52%) in 2014 use two or more of the social media sites measured

![Figure 1.1: Statistics of multi-platform social media use in year 2013 and 2014.](http://heidicohen.com/multi-platform-social-media-use/)

¹http://heidicohen.com/multi-platform-social-media-use/
2 1. INTRODUCTION

(Facebook,² Twitter,³ Instagram,⁴ Pinterest,⁵ and LinkedIn⁶) compared with 42% who did so in 2013. In addition, this survey also reported that teens are diversifying their social network site use, and a majority of teens (71%) are concurrently using more than one social site. This survey was conducted by the Pew Research Center.⁷

Besides the macro-survey result, Pew Research Center also reported a micro-survey result as summarized in Table 1.1: the percentage of users of each particular site who use another particular site. The following observations can be made from this table: (1) Facebook remains the most popular platform. A significant majority of Twitter, Instagram, Pinterest and LinkedIn users also use Facebook, more frequently than any other site. At the low end, 86% of LinkedIn users are also on Facebook. At the high end, 94% of Instagram users use Facebook. (2) Turning to sites other than Facebook, a significant level of overlap exists between Instagram and Twitter users; 58% of Twitter users also use Instagram, and 52% of Instagram users also use Twitter. Among non-Facebook sites, this is the highest rate of “reciprocity” between user groups measured.

<table>
<thead>
<tr>
<th>% of Twitter users who use...</th>
<th>% of Instagram users who use...</th>
<th>% of Pinterest users who use...</th>
<th>% of LinkedIn users who use...</th>
<th>% of Facebook users who use...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use Facebook</td>
<td>Use Instagram</td>
<td>Use Pinterest</td>
<td>Use LinkedIn</td>
<td>Use Twitter</td>
</tr>
<tr>
<td>91%</td>
<td>52%</td>
<td>47%</td>
<td>38%</td>
<td>29%</td>
</tr>
<tr>
<td>42%</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>34%</td>
</tr>
<tr>
<td>43%</td>
<td>34%</td>
<td>40%</td>
<td>–</td>
<td>35%</td>
</tr>
<tr>
<td>39%</td>
<td>35%</td>
<td>40%</td>
<td>–</td>
<td>34%</td>
</tr>
<tr>
<td>34%</td>
<td>47%</td>
<td>34%</td>
<td>40%</td>
<td>33%</td>
</tr>
</tbody>
</table>

Table 1.1: Illustration of social media matrix among five popular social network sites

²https://www.facebook.com/
³https://twitter.com/
⁴https://instagram.com/
⁵https://www.pinterest.com/
⁶https://www.linkedin.com/
⁷The Pew Research Center is a nonpartisan American think tank based in Washington, D.C., that provides information on social issues, public opinion, and demographic trends shaping the United States and the world. It conducts public opinion polling, demographic research, media content analysis, and other empirical social science research. It does not take explicit policy positions. It is a subsidiary of The Pew Charitable Trusts.
1.2 MOTIVATION

In fact, multiple social networks essentially characterize the same social actors from different perspectives. For example, Twitter reflects users’ casual activities and personal opinions; Foursquare\(^8\) shares users’ footprints with their friends; Facebook explicitly exposes users’ social connections and daily events; while LinkedIn uncovers users’ professional skills and career paths. These heterogeneous information cues distributed in diverse social networks are usually consistent or complementary to each other rather than mutually conflicting.

Hence, as compared to a single social network, appropriate aggregation of data from multiple social networks provides us a better way to comprehensively understand the given social actors. Beyond the traditional early fusion \([54, 110]\) and late fusion \([33, 117, 127]\), appropriate aggregation should explore the relatedness among sources and should mutually reinforce each single source. Learning from multiple social networks is hence the basis to boost the accuracy performance of many applications. For example, we can learn descriptive user representation, build predictive models for user profiles, and recommend prescriptive actions based on complete historical behaviors. Therefore, effective techniques for multiple social network learning are highly desired.

1.3 CHALLENGES

Despite of its significant value, effectively unifying and uncovering the information embedded in heterogeneous social sites remains a largely unaddressed research problem. To be more specific, it still suffers from the following challenges:

- **Social accounts alignment.** A social actor may be concurrently involved in multiple platforms with different user names or user IDs. How can we map different social network accounts to the same social users?

- **Missing data issues.** Another challenge we face is the item-wise and block-wise missing data problem. Although some users have multiple social accounts on different social networks, generally they are active on only a few of them. One simple approach to address this challenge is to discard all the incomplete subjects. It is apparent that this approach will dramatically reduce the training size, thereby resulting in over-fitting in the model learning stage. Therefore, accurately completing missing data by jointly utilizing multiple sources and fully making use of available information is a necessity to enhance the learning performance.

- **Source fusion.** Several research efforts have been dedicated to source fusion. They can be roughly classified into two major categories: early fusion and late fusion. Early fusion methods, such as \([110]\), merge all extracted features from different sources or modalities into a single concatenated feature vector to construct a joint feature space. Thereby, machine

\(^8\)https://foursquare.com/
learning approaches can be further applied. However, they may suffer from the following limitations. First, they are unable to differentiate and leverage the discrimination power of distinct sources. Second, the features extracted from various sources may not fall into the same semantic space. Simply merging all features actually brings in a certain extent of noise and ambiguity. Third, they may lead to the curse of dimensionality since the final feature vector would be of very high dimension, and the number of data instances required will increase exponentially. On the other hand, late fusion, such as [127], analyzes each source separately and then integrates their results. The fused result however might not be reasonably accurate for two reasons. First, each feature space might not be sufficiently descriptive to represent the complex semantics of the social actors. Therefore, separate results would be suboptimal and the integration may not result in a desired outcome. Second, it is labor-intensive to tune the fusion weights for different source views. Even worse, the optimal parameters for one application cannot be directly applied to another one. Basically, different aspects of users are revealed in different social networks and all these aspects tend to characterize the essences of the same users. Formally, data from multi-sources describe the same user and thus the results predicted by different sources should be similar. Therefore, it is expected to take the source confidence and source consistency into consideration.

• Dual-heterogeneities. In practice, there exists multiple related tasks for the same application. Take the application of user interest inference as an example. Given a set of interests \( I = \{ \text{basketball, football, travel, cooking} \} \), the relatedness between basketball and football may be stronger than that between basketball and cooking. Each interest is usually aligned with one task and the tasks of interests are inter-correlated in a complex way rather than independent to each other. On the other hand, each task has features from multiple sources. However, far too little attention has been paid to jointly consider the dual-heterogeneities.

In addition, several other challenges have been raised, for example, temporal progression modeling and complementary relationships among sources. It is worth mentioning that a wide range of existing approaches have been proposed and applied to process and analyze single social networks separately, with solid theoretical underpinnings and practical success. However, few of them take multiple social networks into consideration simultaneously. As such, they overlook the interrelations among sources and are unable to fully address the aforementioned problems.

## 1.4 OUR SOLUTIONS AND APPLICATIONS

We noticed these timely opportunities, and in this book we present some state-of-the-art theories and novel applications on multiple social networks. In particular, we first describe how to gather and complete multi-source datasets. With the help of some social sites, we can easily map various social network accounts to the same social actors, and infer the item-wise and block-wise missing data by making full use of the available data.
We then detail the proposed multiple social network learning model, which co-regularizes the source confidence and consistency. We empirically evaluate this proposed model on the application of volunteerism tendency prediction. Volunteers have always been in urgent need for nonprofit organizations to sustain their continuing operations. However, it is expensive and time consuming to recruit volunteers using traditional approaches. In the Web 2.0 era, the abundant and ubiquitous social media data open a door to the possibility of automatic volunteer identification. We aim to fully explore this possibility by predicting users’ volunteerism tendency from user-generated content collected from multiple social networks.

Beyond binary classifications of two possible states, applications with more than two classes are very common, such as user interest inference. Most of the traditional multi-task learning models frequently treat each category as one task, and assume that all the tasks are related. This assumption does not always hold in some real-world contexts, and hence may lead to negative transfer among dissimilar tasks. As a remedy, clustered multi-task learning has emerged to constrain task sharing within the same clusters. But it still remains in its infancy due to the inefficient solutions and pre-specified parameters. We present a novel and efficient clustered multi-task learning model, which automatically discovers the underlying grouping structure of tasks. Based on this structure, the global, inter-group, and intra-group relatedness among tasks are jointly regularized to maximize the data sharing. Most importantly, a closed-form solution has been demonstrated to boost the efficient performance. The proposed model has been applied to an application on user interest mining from social media. Extensive experimental results on a public dataset have demonstrated its superiority in efficacy and efficiency over the state-of-the-arts competitors. The code and data have been released to facilitate further research by the research community.

Many real-world applications in the era of multiple social networks frequently exhibit dual-heterogeneities: each task has features from multiple sources, and multiple tasks are related with each other in a complex way. To address such problems, we propose a series of unified models to jointly consider the source and task relatedness. To be more specific, the disagreements among predicted results from each single source are penalized, and the relatedness among tasks is encoded into a predefined structure. We applied these models to some users’ attributes learning applications, comprising of users’ interest inference, occupation prediction, as well as career path modeling.

We finally conclude the book and discuss various fascinating problems that remain open, such as the privacy issues and source complementarity modeling.

1.5 OUTLINE OF THIS BOOK

This book presents an in-depth introduction to multiple social network learning problems, and a comprehensive survey of all the important research topics and latest developments in the field. It is suitable for students, researchers, and practitioners who are interested in multiple social network analysis.
6 1. INTRODUCTION

The remainder of this book consists of five chapters. Chapter 2 introduces the approaches to
data gathering and illustrates some representative approaches to data completion. Chapter 3 de-
scribes formally a general scheme of multiple social network learning and presents its correspond-
ing application of volunteerism tendency prediction. This is a binary classification application. In
Chapter 4, we present a novel multi-task learning model to handle the multi-class problems. In
Chapter 5, we extend the mono-source or mono-task learning models to a multi-source multi-
task learning model. We theoretically derive its closed-form solution and practically apply it to
the interest inference application. In Chapter 6, we present the variant of multi-task multi-source
learning model, which is able to learn the task-specific and task-sharing features. To derive its
analytical solution, we relax this model to a smooth and convex function. We verify this model
over the applications of occupation inference and career path modeling. We conclude this book
and figure out the future research directions in Chapter 7.


2.1 USER ACCOUNTS ALIGNMENT

To represent the same users with multiple sources, we need to first tackle the problem of “Social Account Mapping,” which aims to align the same users across different social networks by linking their multiple social accounts [1]. However, users may have different usernames in different social networks, making the linkage task difficult [135]. In the past few years, the research on user profile linkage has developed in parallel with the rapid development of online social networks, which can be roughly divided into three categories. The methods in the first category compare the similarity between two profiles, usually one from one social network and one from another, by carefully exploring their social posts and attributes, such as their name, gender, email, and location [39, 51, 72, 78, 116, 131, 132]. However, users’ profiles oftentimes are not available, and sometimes are inaccurate. To address this problem, the approaches in the second category, aside from content-based comparison, leverage users’ social connections to identify their social accounts. The basic philosophy is that users often have similar social connections in different online social networks [63, 114]. However, the computation cost is extremely large when considering the connections in the whole network, and the early errors often get amplified. Most recently, efforts in the third category focus on integrating the social connections and social content to boost the performance of user profiles linkage [73, 138]. However, they are still in the infant stage.

To accurately establish this alignment, in this work, we leverage the emerging social services such as About.me¹ and Quora,² where they encourage users to explicitly list their multiple social accounts on one profile. Take About.me as an example. The site offers registered users a convenient platform to link multiple online identities, relevant external sites, and popular social networking websites such as Foursquare, Instagram, LinkedIn, Twitter, and Flickr.³ It is characterized by its one-page user profiles, each with a large and artistic background image and abbreviated biography. Figure 2.1 shows the screenshots of profiles of a user on About.me and Quora, respectively. From these screenshots, we can see that the bottom of each profile displays a list of external links to this user’s other social networks. With such accesses, we can harvest users’ distributed social contents from multiple social networks.

¹https://about.me/
²https://www.quora.com/
³https://www.flickr.com/
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Figure 2.1: Structure illustration of social accounts alignment in both About.me and Quora. The icons in the red dotted rectangle are links to other social accounts of the same user. To avoid leakage of private information, we deliberately partially cover the name and contact information.

2.2 MISSING DATA PROBLEMS

In reality, not all users are active enough on all the given social networks. This frequently leads to a block-wise data missing problem. In particular, we treat a user as missing on Twitter or Facebook if this user has fewer than 10 historical social posts on that site. In addition, due to the absence of social post mechanism in LinkedIn, we treat a user as missing in LinkedIn if the word count of this user's profile is less than 50. Figure 2.2 shows the statistics of data incompleteness based on 5,436 users.⁴ As can be seen, about 50% of users have complete data from all three social networks; 1% and 47% of users have missing data from either Facebook and LinkedIn; while 2% of the users have missing data of both sites.

On the other hand, a significant body of Internet users might be reluctant to expose their attributes to the public, due to various concerns of privacy and security issues. This causes the item-wise missing problem. The statistics of profile completeness of users over various social networks are shown in Figure 2.3, based on our pilot study of 172,235 users. From this figure, we have the following observations: (1) 56.2% of users provide their education details in Facebook.

---

⁴These users are crawled for the application of volunteerism tendency prediction, which will be introduced in the next chapter.
profiles, while 81% of LinkedIn users provide their school information. The incompleteness hinders the effective similarity estimation based on users’ profile data; (2) The data distributed in different social networks are complementary. For example, Facebook profiles provide users’ gender information but fail to present the bio descriptions for users, which is alternatively given by Twitter profiles. Hence, integration of users’ information distributed in various social networks is essential to derive complete user profiles. As a by-product, leveraging multiple sources increases the robustness, helps to handle the cold start problem [104], and may be beneficial to other applications, such as recommendations.

2.3 MATRIX FACTORIZATION FOR DATA COMPLETION

The following approaches can be employed to handle the data missing problem:

- **Remove**: This approach simply removes the users with missing items or missing sources.

- **Zero**: We assigned zero value to any element that is missing. When the data are normalized to have zero mean with unit standard deviation, this is equivalent to mean value imputation [129].

- **Average**: This method imputes the missing features with the average values of the corresponding feature items.

- **KNN**: The k-nearest neighbor method replaces the missing value in the data matrix with the corresponding value from the nearest column. The Gaussian kernel function [84] can be employed to estimate the pair-wise similarity.

---

**Figure 2.2**: Statistics of the incomplete data. Tw: Users with Twitter data only; Tw+Fb: Users with Twitter and Facebook data only; Tw+In: Users with Twitter and LinkedIn data only; Tw+Fb+In: Users without missing data.
However, the first approach frequently leads to information loss, as users with partial available data are removed. Meanwhile, it dramatically reduces the size of training data, which is prone to a suboptimal model. The second method cannot leverage any available context to infer the missing values. The last two methods do explore the local neighbor information, but overlook how well the completed matrix approximates the original one globally.

On the other hand, matrix factorization is fully competent for this task, which is able to discover the latent features underlying the interactions between two different kinds of entities, such as users and products they are rating on, and is popular in collaborative recommendation systems [65, 76, 142, 146].

Before stepping into the matrix factorization techniques, we first describe some notations, which are universally applicable to the entire book. In particular, we use bold capital letters (e.g., $\mathbf{X}$) and bold lowercase letters (e.g., $\mathbf{x}$) to denote matrices and vectors, respectively. We employ
non-bold letters (e.g., x) to represent scalars, and Greek letters (e.g., \( \lambda \)) as parameters. If not clarified, all vectors are in column forms.

Formally, we denote \( \mathbf{M} = [\mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_S, \mathbf{Y}] \in \mathbb{R}^{N \times D} \), where \( D = T + \sum_s D_s \) \( \mathbf{X}_s \) and \( \mathbf{Y} \) respectively refer to all users on the \( s \)-th source and their labels of \( T \) categories. Our target is to seek for two matrices \( \mathbf{P} \in \mathbb{R}^{N \times L} \) and \( \mathbf{Q} \in \mathbb{R}^{L \times D} \) such that their product approximates \( \mathbf{M} \),

\[
\mathbf{M} \approx \tilde{\mathbf{M}} = \mathbf{P} \times \mathbf{Q},
\]

where matrix \( \mathbf{Q} \) is the basis matrix in the latent space, and matrix \( \mathbf{P} \) is the latent representation of users in the latent space. The above equation can be intuitively interpreted as follows: the observed instances can be generated by additive combination of underlying set of hidden basis.

To obtain the estimated value \( \hat{M}_{ij} \), we multiply the \( i \)-th row of \( \mathbf{P} \) and \( j \)-th column of \( \mathbf{Q} \). We have

\[
\hat{M}_{ij} = \sum_{r=1}^{L} P_{ir} Q_{rj}. \tag{2.2}
\]

The bias between all the estimated and true values over all non-missing items is formulated as,

\[
\epsilon = \sum_{i,j} e_{ij}^2 + \frac{\gamma}{2} (\| \mathbf{P} \|^2 + \| \mathbf{Q} \|^2) \tag{2.3}
\]

\[
= \sum_{i,j} \left( M_{ij} - \hat{M}_{ij} \right)^2 + \frac{\gamma}{2} (\| \mathbf{P} \|^2 + \| \mathbf{Q} \|^2),
\]

where the regularization is incorporated to avoid overfitting, and \( \gamma > 0 \) is a regularization parameter.

A general algorithm for minimizing the objective function \( \epsilon \) is gradient descent. For our problem, gradient descent leads to the following additive update rules,

\[
\begin{align*}
\mathbf{P}^{(t+1)}_{ir} &= \mathbf{P}^{(t)}_{ir} - \alpha \frac{\partial \epsilon}{\partial \mathbf{P}_{ir}}, \\
\mathbf{Q}^{(t+1)}_{rj} &= \mathbf{Q}^{(t)}_{rj} - \alpha \frac{\partial \epsilon}{\partial \mathbf{Q}_{rj}},
\end{align*}
\]

where the derivative results are,

\[
\begin{align*}
\frac{\partial \epsilon}{\partial \mathbf{P}_{ir}} &= -2 \left( M_{ij} - \hat{M}_{ij} \right) Q_{rj} + \gamma P_{ir}, \\
\frac{\partial \epsilon}{\partial \mathbf{Q}_{rj}} &= -2 \left( M_{ij} - \hat{M}_{ij} \right) P_{ir} + \gamma Q_{rj},
\end{align*}
\]

where \( \alpha \) is the learning rate. One intuitive solution for the choice of learning rate is to have a constant rate. As long as \( \alpha \) is sufficiently small, the above updates should reduce \( \epsilon \) unless \( \mathbf{P} \) and \( \mathbf{Q} \) are at a stationary point. However, it will take a long time to converge. Another simple rule of thumb is to decrease the learning rate over time, \( \frac{\alpha_0}{1 + \tau t} \), where \( \alpha_0 \) and \( \tau \) are respectively the
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initial learning rate and the number of epochs. However, they all suffer from the sensitivity of initializations. To tackle such problems, we can implement an adaptive learning rate adjuster to monitor and adjust the learning rate \( \alpha \). This adjuster is triggered on each epoch. It will shrink the learning rate if the objective value goes up. The idea is that in this case the learning algorithm is overshooting the bottom of the objective function. On the other hand, the adjuster will increase the learning rate if the objective value decreases too slowly. This makes our learning rate parameter less important to the initialized value. Though it is not a very mathematically principled approach, it works well in practice. The matrix factorization method can be utilized to complete the element-wise and block-wise missing data.

2.4 MULTIPLE SOCIAL NETWORKS DATA COMPLETION

In this section, we propose an approach for multiple social network data completion (MSNDC). It is specifically designed for the block-wise data missing problem.

Suppose we have \( S \) data sources in total and each sample has at least one data source available. We employ the subset \( C_i \subseteq C \) to indicate the presence of each source and the signature of a specific social network combination. Based on these combinations, all the data samples can be split into multiple exclusive sets, where each set corresponds to a combination. Figure 2.4 illustrates the incomplete data problem in our dataset, where \( SN_i \) denotes the \( i \)-th social network. As can be seen, all users have complete features from \( SN_1 \), while some users come with missing data in \( SN_2 \) or \( SN_3 \). Therefore, our dataset can be split into four exclusive social network combinations: \( C_1 = \{1, 2\} \), \( C_2 = \{1, 2, 3\} \), \( C_3 = \{1, 3\} \), \( C_4 = \{1\} \).

Inspired by [70], we use Non-negative Matrix Factorization (NMF) to explore the latent spaces that are shared by different social networks, and further infer the missing data based upon these latent spaces. It is reasonable to assume that the data from different social networks about the same user share certain latent features. We employ \( X_{s}^{C_i} \in \mathbb{R}^{N_{C_i} \times D_s} \) to denote the samples generated from the \( s \)-th social network. It only contains samples that are available in the set of social networks \( C_i \), where \( N_{C_i} \) stands for the number of these samples. We use \( U_s \in \mathbb{R}^{x \times D_s} \) to represent the latent basis matrix for the \( s \)-th social network, and \( P_{s}^{C_i} \in \mathbb{R}^{N_{C_i} \times z} \) to denote the corresponding latent representation of feature matrix \( X_{s}^{C_i} \). \( z \) is the dimension of the shared latent space of different social networks. The intuitive assumption is that for the samples available in both the \( s \)-th and \( s' \)-th social networks, their corresponding latent representations should also be quite similar. In particular, we impose this constraint to NMF as follows,

\[
P_{s}^{C_i} = P_{s'}^{C_i} = P_{C_i}, \tag{2.6}
\]
Figure 2.4: Illustration of the incomplete data from three sources. $X_i^s$ denotes the samples from social network $s$ that are only available in the social network combination of $C_i$.

where $s \neq s', s \in C_i$, and $s' \in C_i$. We thus learn the shared subspaces by the following objective function,

$$
\begin{align*}
\min_{U \succeq 0, P \succeq 0} & \left\| \begin{bmatrix}
X_1^{(1)} \\
X_1^{(1,2)} \\
X_1^{(1,3)} \\
X_1^{(1,2,3)}
\end{bmatrix} - \begin{bmatrix}
P_1^{(1)} \\
P_1^{(1,2)} \\
P_1^{(1,3)} \\
P_1^{(1,2,3)}
\end{bmatrix} U_1 \right\|^2 + \nu \|P_1\|_1 + \eta \|U_1\|_1 \\
+ & \left\| \begin{bmatrix}
X_2^{(1,2)} \\
X_2^{(1,2,3)}
\end{bmatrix} - \begin{bmatrix}
P_2^{(1,2)} \\
P_2^{(1,2,3)}
\end{bmatrix} U_2 \right\|^2 + \nu \|P_2\|_1 + \eta \|U_2\|_1 \\
+ & \left\| \begin{bmatrix}
X_3^{(1,3)} \\
X_3^{(1,2,3)}
\end{bmatrix} - \begin{bmatrix}
P_3^{(1,3)} \\
P_3^{(1,2,3)}
\end{bmatrix} U_3 \right\|^2 + \nu \|P_3\|_1 + \eta \|U_3\|_1,
\end{align*}
$$

where $\nu$ and $\eta$ are the nonnegative tradeoff parameters for the regularizations. Similarly, we employ the alternating optimization strategy to solve the optimization in Eq. (2.7). To be more specific, we first initialize $U_s$ and compute the optimal $P_s$. Afterward, $P_s$ is updated based on the computed $U_s$. We keep this iterative procedure until the objective function converges.

The proposed approach differs from [70] in the following three aspects. First, it is generalized to handle the more challenging case where data samples are extracted from more than two
social networks. Second, apart from regulating the latent representation matrix, we regularize the latent basis matrix. Third, we further derive the original missing data from the latent representation, where the authors in [70] just apply cluster algorithms directly to the latent representation of data instead of the original data. The reason we derive the missing data from latent representation is due to two considerations. One is that we believe the value of original known data is higher than the latent representation. The other is that we need to preserve the heterogeneities among data from different sources to fit our multiple social network learning models.

Algorithm 1 Alternative optimization for solving Eq. (2.7)

**Input:** $X_1, X_2, X_3, \nu, \eta$

**Output:** $\hat{X}$

1. Initialize $U_s^{(0)}$ according to Eq. (2.8).
2. for $k = 1, 2, \cdots$ do
3. for $s = 1, 2, \cdots, S$ do
4. Compute each $P_s^{(k)}$ according to Eq. (2.7) via GCD approach.
5. Update $U_s^{(k)}$ according to Eq. (2.7) via GCD approach.
6. if the objective value stops decreasing then
7. return $U_s = U_s^{(k)}$ and $P_s = P_s^{(k)}$
8. end if
9. end for
10. end for
11. for $j = 1, 2, \cdots, S$ do
12. for $C_q \subseteq C$ do
13. if $j \in C_q$ then
14. $\hat{X}_j^{C_q} = X_j^{C_q}$.
15. else
16. Infer $\hat{X}_j^{C_q}$ according to Eq. (2.9).
17. end if
18. end for
19. end for

In order to increase the efficiency of the iterative procedure, we initialize $U_s$ by optimizing the following objective function,

$$
\min_{U_s \geq 0} \left\| X_1^{(1, 2, 3)} - P_1^{(1, 2, 3)} U_1 \right\|_2^2 + \nu \left\| P_1^{(1, 2, 3)} \right\|_1 + \eta \left\| U_1 \right\|_1
+ \left\| X_2^{(1, 2, 3)} - P_2^{(1, 2, 3)} U_2 \right\|_2^2 + \eta \left\| U_2 \right\|_1
+ \left\| X_3^{(1, 2, 3)} - P_3^{(1, 2, 3)} U_3 \right\|_2^2 + \eta \left\| U_3 \right\|_1.
$$

(2.8)
We then alternatively optimize $\mathbf{U}_s$ and $\mathbf{P}_s$ until the objective function converges. Specifically, we employ the greedy coordinate descent (GCD) approach [48], which has been found to be tremendously fast to solve NMF decomposition with L1-norm regularization. Finally, we obtain $\mathbf{P}_s$, $\mathbf{U}_s$, $s \in \mathcal{C}$, based on which we can infer the missing data as follows,

$$
\hat{\mathbf{X}}^{\hat{t}}_s = \mathbf{P}_s \mathbf{U}_s, \quad \forall s \notin \mathcal{C}_t.
$$  (2.9)

Algorithm 1 summarizes the overall procedures for alternating optimization.

### 2.5 SUMMARY

This chapter presents the way of user accounts alignment and the strategies for data completion. In particular, we first summarize the existing methods on user accounts linkage over multiple social sites and point out their limitations. With the help of some social sites, such as Quora and About.me, we provide a reliable way of data gathering, which can perfectly avoid the limitations of the traditional methods and save computational cost. Following that, we explore the basic reasons of block-wise and item-wise data missing problems. Meanwhile, we introduce two matrix factorization style models to solve the missing data problems, which make full use of available data to boost the accuracy. The validations of these two models will be detailed in the following chapters.
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3.1 APPLICATION: VOLUNTEERISM TENDENCY PREDICTION

Volunteerism was defined in [93] as long-term, planned, prosocial behaviors that can benefit strangers and occur within organizational settings. Persons exhibiting volunteerism are the so-called volunteers, serving socially and economically as an important work force in modern society. According to [101], society would face a major crisis without volunteers, especially for nonprofit organizations (NPOs), since they are always in urgent need of volunteers to sustain their daily operations. Traditionally, it has been expensive and time consuming for NPOs to aimlessly recruit volunteers from huge crowd. It is thus highly desirable to develop an automatic volunteer identification system to alleviate the dilemma that a number of NPOs are facing [112].

In fact, several social researchers have paid attention to volunteerism analysis before the Web 2.0 era. These efforts are mainly based on survey data or related records of individuals’ volunteer activities [119, 122]. Although great success has been achieved, these approaches suffer from the following two limitations. First, such approaches are hindered by limited and isolated samples as well as constrained individual characteristics. In particular, the experimental data are collected via questionnaires or face-to-face interviews, only small-scale dataset and certain basic demographic information, such as gender, marital status, and income, are available. Second, they mainly focus on the correlation analysis between volunteerism and such characteristics without quantitative volunteerism tendency prediction. For instance, the work in [94] found that users’ volunteerism tendency can be affected by four factors: demographic characteristics, personal attributes, volunteer activators, and social pressure.

On the other hand, with the popularity of social media services, a large volume of user-generated content (UGCs) exist, which may reflect users’ thoughts as well as opinions [88] and serve as sensors for users’ attributes. Several efforts have been dedicated to research on the inference of users’ attributes using these data. For example, some methods have been proposed to learn users’ attributes such as gender, age, and personality from UGCs [95, 98]. As users’ demographic information and personality play a vital role in users’ volunteerism tendency [94], we believe that UGCs bear the potential to offer evidence as to the degree of a person’s willingness in attending activities. This fact propels us to novelly explore users’ distributed UGCs of multiple social networks to approach the volunteer identification problem.
However, the prediction of users’ volunteerism tendency by taking advantage of UGCs from multiple social networks is nontrivial. First, it is not easy to generate a comprehensive overview of users from the multiple heterogeneous social networks. The information about users from a single social network is often limited and incomplete [1, 147]. Thanks to the different highlights of different services, people participate in multiple social networks for different purposes, and their casually distributed online data, especially from multiple social networks, which can comprehensively reveal users’ personal concerns, interests [19, 108] and even personality traits [97, 98]. Consequently, aggregating all these different facets about users revealed by different social media services effectively is a challenging problem. Second, the real world dataset may contain block-wise missing data due to some users’ inactivity in social networks during a certain period of time. Third, the specific task also brings us another issue in terms of data collection and ground truth construction. In addition, we have to extract a rich set of volunteer-oriented features to capture users’ volunteerism tendency.

To address these problems, we present a scheme, which co-regulates the source confidence and source consistency. Figure 3.1 shows our proposed scheme comprising three components. Given a set of users, we first crawl their historical contents and all social connections. The first component extracts the multi-faceted information cues to describe a given user, including demographic information, practical behaviors, historical posts, and profiles of social connections. To deal with the block-wise missing data, the second component attempts to infer the block-wise missing data by learning a latent space shared by different social networks, achieving a complete input to the next component. We finally use the last component to conduct Multiple Social network Learning (MISTER) on the complete data. Particularly, we model the confidence of
different data sources and the consistency among them by unifying two regularization terms into our model. The proposed scheme naturally fits this application scenario.

Our main contributions can be summarized in twofold:

- We propose a novel MISTER model, which is able to model both the source confidence and source consistency. Specifically, we can obtain a closed-form solution by taking the inverse of a linear system, which has been mathematically proven to be invertible.

- We empirically evaluate our proposed scheme on the application of volunteerism tendency prediction. In addition, we develop a set of volunteer-oriented features to characterize users’ volunteerism tendency. We have released our compiled dataset¹ to facilitate other researchers to repeat our experiments and verify their proposed approaches.

3.2 RELATED WORK

Our cross-discipline work is related to a broad spectrum of prior efforts, including volunteerism analysis, personality exploration, as well as multi-view learning with missing data.

3.2.1 VOLUNTEERISM AND PERSONALITY ANALYSIS

Volunteerism analysis has gained tremendous attention from scholars in social science in the past few years. The efforts mainly focus on exploring volunteering motivations and factors that affect volunteering decision [18, 28, 94, 119, 122]. Carlo et al. [18] demonstrated that personality traits, such as extraversion and agreeableness, are positively associated with volunteerism. Extraversion characterizes people who are talkative, active, and keen on socializing, while agreeableness characterizes people who are cooperative, helpful, and sympathetic to others [10]. Another study in [94] presented an advanced conceptual model of factors that contribute to the decision of volunteering. The proposed factors are Demographic Characteristics, Personal Attributes, Volunteer Activators, and Social Pressure. Recently, an ongoing project for implementing a volunteer-matching service was introduced in [47]. This project aims to match students’ specialties as well as interests with the needs of the local nongovernmental organizations. It also enhances the “Town and Gown Relation” that exists between universities and the towns they reside in.

Additionally, as personality has been verified to be of high relevance to the volunteer behaviors [3, 20], we particularly explored the literature about personality prediction. The widely approved “Big Five” personality model was first systematically introduced in [80], which represents individual’s personality at five broad dimensions: Extraversion, Agreeableness, Conscientiousness, Neuroticism, and Openness to Experience. Pennebaker et al. [92] analyzed the linguistic features for each personality trait and developed a transparent text analysis tool in psychology—Linguistic Inquiry and Word Count (LIWC). Moreover, many studies have been conducted to examine personality traits over various social media, including blogs [50, 126], social networks [8, 79, 98, 106], and even the community question and answer forums [11].

¹The compiled dataset is publicly accessible via: http://multiplesocialnetworklearning.azurewebsites.net/.
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In spite of the compelling success achieved by these social science researchers, far too little attention has been paid to identifying volunteers from social media. Moreover, most of the existing efforts [18, 94] employ surveys or face-to-face interviews with samples for data collection, which limits the scalability of their approaches. To bridge the gap, we propose this novel cross-discipline research, aiming to enhance social welfare by exploring the large-scale information in social media.

3.2.2 MULTI-VIEW LEARNING WITH MISSING DATA

Although our work is distinguished from multi-view learning, we can still benefit from their efforts. Zhang et al. [136] proposed an inductive multi-view multi-task learning model (reg-MVMT). regMVMT penalizes the disagreement of models learned from different sources over the unlabeled samples. The authors also studied the structured missing data, which is completely missing for a source in terms of a task. In other words, if a source is available for a task, then all samples will have data from this source. However, they overlooked the source weights and did not pay attention to the partially structured missing data, both of which are what we are concerned with. Yuan et al. [129] introduced an incomplete multi-source feature learning method, avoiding the direct inference of block-wise missing data. Particularly, the authors split the incomplete data into disjoint groups, where they conducted feature learning independently. However, such a mechanism constrains us to conduct source level analysis. Later, Xiang et al. [123] investigated multi-source learning with block-wise missing data with an application of Alzheimer’s disease prediction and proposed the iSFS model. Apart from feature-level analysis, the authors also conducted source-level analysis by introducing the weights of models obtained from different sources. However, ignoring the consistency relationships among different models seems inappropriate. In addition, the authors also adapted the model to handle the cases where block-wise missing data exists. Different from their work, we infer the missing data by making full use of the available data before applying MISTER, which is more generalizable to other applications.

3.3 MULTIPLE SOCIAL NETWORK LEARNING

This section details our proposed MISTER model and derives its analytic solution by solving the inverse of a linear system, whose invertibility is proved rigorously.

3.3.1 NOTATION

Suppose we have a set of $N$ labeled data samples and $S \geq 2$ social networks. We compile the $S$ social networks with an index set $C = \{1, 2, \cdots, S\}$. Let $D_s$ and $N_s$ denote the number of features and samples in the $s$-th social network, $s \in C$, respectively. Let $X_s \in \mathbb{R}^{N_s \times D_s}$ denote the feature matrix extracted from the $s$-th social network. Each row represents a user sample. Then the dimension of features extracted from all these social networks is $D = \sum_{s=1}^{S} D_s$. The whole
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A feature matrix can be written as \( X = \{ X_1, X_2, \cdots, X_S \} \in \mathbb{R}^{N \times D} \) and \( y = \{ y_1, y_2, \cdots, y_N \}^T \in \{1, -1\}^{N \times 1} \) is the corresponding label vector.

3.3.2 PROBLEM FORMULATIONS

Based on a set of data samples with \( S \) social networks, we can learn \( S \) predictive models, where each model is individually and independently trained on a social network. The final predictive model can be strengthened via linear combination of these \( S \) models. Mathematically, we learn one linear mapping function \( f_s \) for the \( s \)-th social network. In addition, we assume that the mapping functions learned from all social networks agree with one another as much as possible. Particularly, we can formalize this assumption using the regularization function. Using the least square loss function, we have the following objective function,

\[
\min_{f_s} \frac{1}{2N} \left\| y - f(X) \right\|^2 + \frac{\mu}{2N} \sum_{s=1}^{S} \sum_{s' \neq s} \left\| f_s(X_s) - f_{s'}(X_{s'}) \right\|^2 + \frac{\lambda}{2} \| f \|^2, \tag{3.1}
\]

where \( f(X) \) is the final predictive model, \( f_s(X_s) \) is the prediction result based upon data \( X_s \). \( \lambda \) and \( \mu \) are the nonnegative regularization parameters that regulate the sparsity of the solution regarding \( f_s \) and the disagreement among models learned from different social networks, respectively. If we just treat the confidence of different social networks equally, the final predictive model can be formalized as follows,

\[
f(X) = \frac{1}{S} \sum_{s=1}^{S} f_s(X_s). \tag{3.2}
\]

However, in reality, different social networks always have different confidence to the final prediction, and we consider modeling the weights of multiple sources instead of treating all sources equally by introducing the weight vector: \( \alpha = [\alpha_1, \alpha_2, \cdots, \alpha_S]^T \in \mathbb{R}^{S \times 1} \), where \( \alpha_s \) controls the weight of model learned from \( s \)-th social network. Then the final model is defined as follows,

\[
f(X) = \sum_{s=1}^{S} \alpha_s f_s(X_s) \quad \text{s.t.} \quad \mathbf{e}^T \alpha = 1, \tag{3.3}
\]

where \( \mathbf{e} = [1, 1, \cdots, 1]^T \in \mathbb{R}^{S \times 1} \). It is worth mentioning that we do not impose the constraint of \( \alpha_s \geq 0 \), as we want to keep both positive and negative weights. Positive weights indicate the positive correlations of social networks with the final results, while negative weights reflect negative correlations between the given task and different sources, which may contain unreliable and noisy data.
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For the $s$-th social network, we learn a linear mapping function indexed by a model $w_s \in \mathbb{R}^{D_s \times 1}$. Then the objective function can be rewritten as follows,

$$
\min_{w_s, \alpha} \frac{1}{2N} \left\| y - \sum_{s=1}^{S} \alpha_s X_s w_s \right\|^2 + \frac{\mu_s}{2N} \sum_{s=1}^{S} \sum_{s'\neq s} \left\| X_s w_s - X_{s'} w_{s'} \right\|^2 + \frac{\lambda}{2} \sum_{s=1}^{S} \| w_s \|^2 + \frac{\beta}{2} \| \alpha \|^2,
$$

(3.4)

where $e^T \alpha = 1$ and $\beta$ is the regularization parameter, controlling the sparsity of the solution regarding $\alpha$.

3.3.3 OPTIMIZATION

We adopt the alternating optimization strategy to solve the two variables $\alpha$ and $w_s$ in Eq. (3.4). In particular, we optimize one variable while fixing the other one in each iteration. We keep this iterative procedure until the objective function converges.

**Computing $\alpha$ with $w_s$ Fixed**

We denote the objective function as $\mathcal{I}$. For simplicity, we replace $y$ in Eq. (3.4) by $ye^T \alpha$, as $e^T \alpha = 1$. With the help of Lagrangian, $\mathcal{I}$ can be rewritten as follows,

$$
\min_{\alpha} \frac{1}{2N} \left\| ye^T \alpha - XW \alpha \right\|^2 + \frac{\beta}{2} \| \alpha \|^2 + \delta (1 - e^T \alpha),
$$

(3.5)

where $\delta$ is the nonnegative Lagrange multiplier and $W = \text{diag}(w_1, w_2, \ldots, w_S) \in \mathbb{R}^{D \times S}$. Taking derivative of $\mathcal{I}$ with respect to $\alpha$, we have,

$$
\frac{\partial \mathcal{I}}{\partial \alpha} = \frac{1}{N} (ye^T - XW)^T (ye^T - XW) \alpha + \beta \alpha - \delta e.
$$

(3.6)

Setting Eq. (3.6) to zero, it can be derived that,

$$
\alpha = \delta M^{-1} e,
$$

(3.7)

where

$$
M = \frac{1}{N} (ye^T - XW)^T (ye^T - XW) + \beta I.
$$

(3.8)

Since $e^T \alpha = 1$, we can obtain that,

$$
\delta = \frac{1}{e^T M^{-1} e},
$$

$$
\alpha = \frac{M^{-1} e}{e^T M^{-1} e}.
$$

(3.9)
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Obviously, $M \in \mathbb{R}^{S \times S}$ is positive definite and invertible, according to the definition. We thus can obtain the analytic solution of $\alpha$ as Eq. (3.9). Moreover, we note that when the prediction results learned from all social networks are equal, where $X_1 w_1 = X_2 w_2 = \cdots = X_S w_S$, then the same weights will be assigned, i.e., $\alpha_1 = \alpha_2 = \cdots = \alpha_S$. In addition, Eq. (3.9) tends to assign higher weight $\alpha_s$, if smaller difference exists between $y$ and $X_s w_s$.

**Computing $w_s$ with $\alpha$ Fixed**

When $\alpha$ is fixed, we compute the derivative of $\Gamma$ regarding $w_s$ as follows,

$$
\frac{\partial \Gamma}{\partial w_s} = \frac{1}{N} \alpha_s X_s^T \left( \sum_{s=1}^{S} \alpha_s X_s w_s - y \right) + \frac{\mu}{N} X_s^T \sum_{s' \neq s} (X_s w_s - X_{s'} w_{s'}) + \lambda w_s
$$

$$
= \left[ \lambda I + \frac{\alpha_s^2}{N} X_s^T X_s + \frac{\mu(S-1)}{N} X_s^T X_s \right] w_s
$$

$$
+ \frac{1}{N} \left( \alpha_s \alpha_{s'} - \mu \right) X_s^T X_{s'} w_{s'} - \frac{\alpha_s}{N} X_s^T y.
$$

(3.10)

where $I$ is a $D_s \times D_s$ identity matrix. Setting Eq. (3.10) to zero and rearranging the terms, all $w_s$'s can be learned jointly by the following linear system,

$$
L w = t
$$

$$
\begin{bmatrix}
L_{11} & L_{12} & \cdots & L_{1S} \\
L_{21} & L_{22} & \cdots & L_{2S} \\
\vdots & \vdots & \ddots & \vdots \\
L_{S1} & L_{S2} & \cdots & L_{SS}
\end{bmatrix}
\begin{bmatrix}
w_1 \\
w_2 \\
\vdots \\
w_S
\end{bmatrix}
= 
\begin{bmatrix}
t_1 \\
t_2 \\
\vdots \\
t_S
\end{bmatrix},
$$

(3.11)

where $L \in \mathbb{R}^{D \times D}$ is a sparse block matrix with $S \times S$ blocks, $w = [w_1^T, w_2^T, \cdots, w_S^T]^T \in \mathbb{R}^{D \times 1}$ and $t = [t_1^T, t_2^T, \cdots, t_S^T]^T \in \mathbb{R}^{D \times 1}$ are both sparse block vectors with $S \times 1$ blocks. $t_s$, $L_{ss}$ and $L_{ss'}$ are defined as follows,

$$
L_{ss} = \frac{\lambda I + \alpha_s^2 - \mu}{N} X_s^T X_s + \frac{\mu S}{N} X_s^T X_s,
$$

$$
L_{ss'} = \frac{\alpha_s \alpha_{s'} - \mu}{N} X_s^T X_{s'}.
$$

(3.12)

Technically, $t$ can be treated as a constant matrix as $\alpha$ is fixed. It is worth noting that $L$ is symmetric as $L_{ss'} = L_{ss'}^T$. If we can prove that $L$ is invertible, then we can derive the closed-form solution of $w$ as follows,

$$
w = L^{-1} t.
$$

(3.13)
We now show \( L \) is invertible by proving that \( L \) is a positive-definite matrix. Let \( h = [h_1^T, h_2^T, \ldots, h_S^T]^T \in \mathbb{R}^{D_1 \times 1} \neq 0 \) be an arbitrary block vector, where \( h_i \in \mathbb{R}^{D_1} \), \( i \in C \). Then we need to prove that \( h^T L h \)

\[
= \sum_{i=1}^{S} \sum_{j=1}^{S} h_i^T L_{ij} h_j \\
= \lambda \|h\|^2 + \frac{1}{N} \left[ \sum_{i=1}^{S} \|x_i h_i\|^2 + \mu (S - 1) \sum_{i=1}^{S} \|X_i h_i\|^2 \right] \\
+ \sum_{i=1}^{S} \sum_{j \neq i}^{S} \alpha_{i} h_i^T X_i^T \alpha_{j} X_j h_j - \mu \sum_{i=1}^{S} \sum_{j \neq i}^{S} h_i^T X_i^T X_j h_j ,
\]

(3.14)

is always larger than zero. In fact, given an arbitrary vector \( b_i \), we have,

\[
\sum_{i=1}^{S} \sum_{j \neq i}^{S} \|b_i - b_j\|^2 \geq 0 \\
(S - 1) \sum_{i=1}^{S} \|b_i\|^2 \geq \sum_{i=1}^{S} \sum_{j \neq i}^{S} b_i^T b_j .
\]

(3.15)

Therefore, we have the following inequality,

\[
\mu (S - 1) \sum_{i=1}^{S} \|X_i h_i\|^2 \geq \mu \sum_{i=1}^{S} \sum_{j \neq i}^{S} (X_i h_i)^T X_j h_j .
\]

(3.16)

Besides, we know that,

\[
\sum_{i=1}^{S} \|x_i h_i\|^2 + \sum_{i=1}^{S} \sum_{j \neq i}^{S} \alpha_{i} h_i^T X_i^T \alpha_{j} X_j h_j = \left\| \sum_{i=1}^{S} \alpha_{i} X_i h_i \right\|^2 \geq 0 .
\]

(3.17)

Based upon Eq. (3.16) and Eq. (3.17), we have that,

\[
h^T L h \geq \lambda \|h\|^2 .
\]

(3.18)

As \( h \neq 0 \), \( h^T L h \) is always larger than zero. Consequently, \( L \) is invertible. The overall procedures for alternating optimization are summarized in Algorithm 2. As each iteration can decrease \( F \), whose lower bound is zero, we can guarantee the convergence of Algorithm 2 [37, 86].

3.4 EXPERIMENTATION

We verified our proposed model from various angles on the application of volunteerism tendency prediction. Extensive experiments were conducted over a system equipped with Intel i7 2.60 GHz CPU, and 8 GB memory. In particular, we launched 10-fold cross validation for each experiment, and reported the average performance. Each fold involves 2,249 training and 250 testing samples.
Algorithm 2 Alternative optimization for solving Eq. (3.4)

Input: \(X, y, \lambda, \beta, \mu\)
Output: \(\alpha, w\)

1. Initialize \((w)^0\) by fitting each source individually on the available data. Initialize \((\alpha)^0 = [\frac{1}{3}, \frac{1}{3}, \cdots, \frac{1}{3}]\).
2. for \(k = 1, 2, \cdots\) do
   3. Compute each \((\alpha)^k\) according to Eq. (3.9).
   4. Update \((w)^k\) according to Eq. (3.13).
   5. if the objective value stops decreasing then
      6. return \(\alpha = (\alpha)^k\) and \(w = (w)^k\)
   7. end if
3. end for

3.4.1 EXPERIMENTAL SETTINGS

Data Collection

We proposed two strategies to collect data from About.me.

- **Keyword search**: We searched About.me with the keyword “volunteer” and obtained 4,151 volunteer candidates.

- **Random select**: We employed Random API,² provided by About.me, to collect non-volunteers candidates. This API returns a specified number of random user profiles. Finally, we harvested 1,867 non-volunteer candidates. It is worth mentioning that volunteers may be present in these random users.

To enlarge our dataset, we also collected candidates from Quora by the breadth-first-search method. Particularly, we took advantage of both the follower and followee³ relations provided by Quora. Initially, we selected two popular users as the seed users and then explored all their neighboring connected users. We applied similar exploration approach to all other non-seed users. In the end, we collected 172,235 users’ profiles and only retained those who have accounts in Facebook, Twitter, and LinkedIn.

Based on these candidates, we launched a crawler to collect their historical social content, including their basic profiles, social posts, and relations. However, the traditional web-based crawler is not applicable to Facebook due to its dynamic loading mechanism. We thus resorted to the Selenium⁴ to simulate users’ click and scroll operations on a FireFox browser and load users’ publicly available information. We limited the access rate to one request per second to avoid being blocked by the robot checkers. It is worth mentioning that the data we collected is all publicly available.

---

²[http://about.me/developer/api/docs/](http://about.me/developer/api/docs/)

³If A follows B, then A is B’s follower and B is A’s followee.

⁴[http://docs.seleniumhq.org/download/](http://docs.seleniumhq.org/download/)
available. On the other hand, due to the privacy constraint, we could not access users’ social relations in Facebook and LinkedIn. We hence only collected users’ followee relations in Twitter.

**Ground Truth Construction**

In order to improve the quality of our dataset, we employed three annotators to finalize our ground truth. As users tend to provide more complete and reliable profiles in LinkedIn, we guided the annotators to study the LinkedIn profiles of candidate users, and determine whether they are “volunteers” by majority votes. To ensure a uniformly labeling procedure, we provided them a guideline. Given a user’s LinkedIn profile, we classified a user as a volunteer if and only if this user lists his/her volunteer experiences in the section “Volunteer experience & Causes” or “Experience.” Candidates who do not satisfy the above two criteria were tagged as non-volunteers. We focused on LinkedIn to determine whether users are volunteers because the volunteer experiences on LinkedIn are the most straightforward evidence to identify volunteers. It should be noted that those who do not mention their volunteer experiences on LinkedIn are not necessarily classified as “non-volunteers.” However, the absence of these mentions, at least, reveals their limited interests and low enthusiasm in volunteerism. Therefore, in our work, we broadly defined users as “non-volunteers” if they do not mention their relevant volunteerism experiences on LinkedIn.

Table 3.1 lists the statistics of our dataset. We obtained the data for 1,425 volunteers and 4,011 non-volunteers according to the aforementioned strategies. The crawling was conducted between August 22 and September 11, 2013. Here we only selected a subset of non-volunteer data and made the dataset balanced to avoid the training bias. To facilitate this line of research, this dataset was released after certain privacy preservation processing.

<table>
<thead>
<tr>
<th>Data</th>
<th>Volunteer</th>
<th>Non-volunteer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter profiles</td>
<td>~1.5 k</td>
<td>~4 k</td>
</tr>
<tr>
<td>Twitter posts</td>
<td>~559 k</td>
<td>~1 m</td>
</tr>
<tr>
<td>Twitter followees’ profiles</td>
<td>~902 k</td>
<td>~3 m</td>
</tr>
<tr>
<td>Facebook profiles</td>
<td>~1.5 k</td>
<td>~4 k</td>
</tr>
<tr>
<td>Facebook posts</td>
<td>~83 k</td>
<td>~228 k</td>
</tr>
<tr>
<td>LinkedIn profiles</td>
<td>~1.5 k</td>
<td>~4 k</td>
</tr>
</tbody>
</table>

**3.4.2 FEATURE EXTRACTION**

To capture users’ volunteerism tendency, we extracted a rich set of volunteer-oriented features, comprising demographic, linguistic, and behavior features.
Demographic Characteristics
The study in [94] reported that some demographic characteristics, such as education and income level, are strong indicators for volunteerism. This study inspires us to extract demographic characteristics from users’ profiles, especially the Facebook and LinkedIn profiles. In our work, we explored users’ demographic characteristics, including Gender, Relationship status, Education level, and Number of social connections.

Linguistic Features
We also extracted linguistic features, including Linguistic Inquiry and Word Count (LIWC) features, user topics, and contextual topics:

• LIWC features. LIWC is widely used to analyze the psycho-linguistic transparent lexicon. It plays an important role in predicting users’ personality [11, 79]. The main component of LIWC is a directory which contains the mapping from words to 72 categories. Given a document, LIWC computes the percentage of words in each category and represents it as a vector of 72 dimensions. To capture the key aspects of LIWC features, we selected the top 5 dimensions as the representative LIWC features according to the information gain ratio. Considering that emotions may also affect users’ volunteerism tendency, we additionally selected two categories from LIWC: positive emotion and negative emotion. We also utilized the positive-negative emotion ratio to further reflect users’ emotional states. Let \( L(\bullet) \) represent the percentage of users’ words in certain LIWC category. The positive-negative emotion ratio is defined as,

\[
P N_{emo} = \frac{L(pos) \log \frac{L(pos)}{L(neg) + \xi_p}}{L(neg) + \xi_n},
\]

where \( \xi_p \) and \( \xi_n \) are introduced to avoid the situation: individuals have no positive or negative emotional word. They are both set as 0.0001. In total, we have 16 dimension LIWC features, extracted from Twitter and Facebook.

• User topics. According to our observation, volunteers may have, on average, a higher probability of talking about topics such as social caring or giving back, while the non-volunteers may mention other topics more often. This motivates us to explore the topic distributions of users’ social posts to identify volunteers. We generated topic distributions using Latent Dirichlet Allocation (LDA) [15], which has been widely found to be useful in latent topic modeling [43, 120]. Based on the perplexity [69] metric frequently utilized to find the optimal number of hidden topics, we ultimately obtained 52, 26, 42 dimensional topic-level features over users’ Twitter, Facebook, and LinkedIn data, respectively.

• Contextual topics. We define users’ contextual topics as the topics of users’ connections. We believe that the contextual topics intuitively reflect the contexts of users. **“He that lies**
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down with dogs must rise up with fleas” tells us that the context significantly affects a user’s tendency. Particularly, we studied followees and retweeting connections on Twitter because of their intuitive reflection of topics that concern users. As the bio descriptions are usually provided by users to briefly introduce themselves and may indicate users’ summarized interests, we integrated the bios of a user’s followees or those whose tweets are retweeted by this user into two kinds of bio documents, on which we further applied LDA model. We utilized the perplexity to fix the dimensions of topic-level features over followees’ bio documents and retweetings’ bio documents as 40 and 20, respectively. In this work, we only explored the contextual topics on Twitter, since we were unable to crawl the connections’ profiles on LinkedIn and the bio descriptions are usually missing on Facebook.

Behavior-based features

This kind of feature is characterized by users’ posting behavior patterns and networking behavior patterns. The former focuses on the written style of users’ social posts, while the latter captures their egocentric network features:

• Posting behavior patterns. Posting behavior patterns have been investigated in many scenarios, spanning from age estimation to social spammers discovery [12, 66]. These patterns can be used to depict users’ participation in information diffusion, which correlates with volunteerism tendency much. On one hand, we employed the fraction of users’ posts containing certain behaviors, including emoticons, slang words, acronyms, hashtags, URLs, and user mentions, to intuitively reflect users’ engagement in topic discussion and social interaction. On the other hand, we observed that users’ posting behaviors on social networks can be classified into a few categories. For example, posts on Twitter can be classified into two categories, $C_{tw} = \{tweets, retweets\}$, while posts on Facebook can be roughly split into eight types: $C_{fb} = \{share\_link, share\_sideo, share\_status, share\_photo, change\_pho, repost, post, tagged\}$. The distributions over users’ posts on these categories also reflect their participation in information diffusion, revealing whether a given user tends to share information in social networks. When it comes to LinkedIn, we utilized the profile completeness to characterize users’ behaviors. Based on our observation, we found that volunteers tend to provide more information for all the sections. This not only reflects volunteers’ active participation in LinkedIn but also signals their self-confidence and openness to public. Profile completeness is defined as a boolean vector over six dimensions to denote the presence of the six common sections in LinkedIn profiles: summary, interest, language, education, skill, and honor. We excluded the sections on experience and volunteer experience & causes, because the ground truth is built on these two sections.

⁶If A broadcasts a tweet posted by B, then B is A’s retweeting user.
• **Egocentric network patterns.** We also studied users’ social behaviors from their egocentric networks. Intuitively, we believe that users who belong to certain class tend to be connected with several class-specific accounts (“birds of a feather flock together”). Therefore, volunteers should interact with some typical accounts on social media. The set of typical accounts is denoted as $F_V$. Inspired by [90], we measured the degree of a user’s correlation with volunteerism by three features: the frequency and fraction of a user’s “friends” that belong to $F_V$ as well as the total number of “friends.” In particular, we treated both the followees and retweetings as the “friends” of users on Twitter. To construct the $F_V$, we utilized the Twitter profile repository Wefollow,⁷ which allows us to find the most prominent people given a particular category. By crawling prominent users falling into categories of Nonprofit, Charity, Volunteer, NGO, Community Service, Social Welfare, and Christian from Wefollow, we obtained 23,285 accounts.

### 3.4.3 MODEL COMPARISON

We compared MISTER with four baselines. Before that, the data was completed by MSNDC. We also performed significant tests to validate the effectiveness of MISTER.

- **SVM:** We chose the learning formulation with the kernel of radial-basis function. We implemented this method based on LIBSVM [21].

- **RLS:** Regularized least squares model [59] aims to minimize the objective function of
  
  $$
  \frac{1}{2N} \| y - Xw \|^2 + \frac{1}{2} \| w \|^2.
  $$
  
  In fact, the RLS model can be deduced from MISTER via the settings of $\alpha = \left[ \frac{1}{3}, \frac{1}{3}, \cdots, \frac{1}{3} \right]^T$, $\mu = 0$ and $\beta = 0$.

- **iSFS:** The third baseline is the incomplete source-feature selection model proposed in [123]. This model only assigns weights to models learned from different social networks but ignores the relationships among them. We can derive iSFS from MISTER by making $D_0$.

- **regMVMT:** The fourth baseline is the regularized multi-view multi-task learning model [136]. This model only regulates the relationships among different views but fails to take the source confidence into account. We can derive regMVMT from MISTER by making $\alpha = \left[ \frac{1}{3}, \frac{1}{3}, \cdots, \frac{1}{3} \right]^T$.

Table 3.2 shows the performance comparison between baselines and our proposed MISTER. We noticed that MISTER significantly outperforms the SVM and RLS. This implies that the information on multiple social networks are complementary and characterize users’ volunteerism tendency consistently. This also proves that the correlations of different social networks with the task of volunteerism tendency prediction cannot be treated equally. In addition, MISTER achieves better performance, as compared with iSFS and regMVMT, which are the derivations of MISTER. This demonstrates that both the source confidence and the source consistency deserve particular attention.

¹⁷http://wefollow.com/
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Table 3.2: Performance comparison among different models for volunteerism tendency prediction. P-values denote the pairwise significance test results between our model and each of the competitors.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>F1-measure</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>83.11</td>
<td>0.038</td>
</tr>
<tr>
<td>RLS</td>
<td>82.82</td>
<td>0.025</td>
</tr>
<tr>
<td>regMVMT</td>
<td>84.07</td>
<td>0.173</td>
</tr>
<tr>
<td>iSFS</td>
<td>84.72</td>
<td>0.281</td>
</tr>
<tr>
<td>MISTER</td>
<td>85.59</td>
<td>–</td>
</tr>
</tbody>
</table>

3.4.4 DATA COMPLETION COMPARISON

We further evaluated the component for missing data completion with the following three baseline methods.

- Remove: This method eliminates all data samples that are not complete.
- Average: This method imputes the missing features with the average values of the corresponding feature items.
- KNN: The missing data is inferred by averaging its K-nearest neighbors. K is experimentally set as 1.

Table 3.3 shows the performance of different models over different data completion strategies. It can be seen that MSNDC outperforms the other strategies. Additionally, removing all incomplete data samples achieves the worst performance, which may be caused by the fact that it introduces training bias, making the dataset unbalanced and reduces the size of training dataset. We found that the percentage of volunteer samples decreases from 50% to 40% after filtering out all incomplete data samples.

Table 3.3: Performance of different models over different data completion strategies

<table>
<thead>
<tr>
<th>Approaches</th>
<th>SVM</th>
<th>RLS</th>
<th>MISTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remove</td>
<td>74.91</td>
<td>74.66</td>
<td>81.81</td>
</tr>
<tr>
<td>Average</td>
<td>82.09</td>
<td>81.99</td>
<td>85.43</td>
</tr>
<tr>
<td>KNN</td>
<td>82.60</td>
<td>82.22</td>
<td>85.55</td>
</tr>
<tr>
<td>MSNDC</td>
<td>83.11</td>
<td>82.82</td>
<td>85.59</td>
</tr>
</tbody>
</table>
3.4.5 FEATURE COMPARISON

To examine the discriminative features we extracted, we conducted experiments over different kinds of features using MISTER. We also performed a significant test to validate the advantage of combining multiple social networks. Table 3.4 comparatively shows the performance of MISTER in terms of different feature configurations. It can be seen that the linguistic features achieves the best performance, as compared against demographic characteristics and behavior-based features. This reveals that a volunteerism tendency is better reflected by their social content, including their own social posts and the self-descriptions of their social connections. This also implies that users with a volunteerism tendency may talk about related topics and follow or retweet related social accounts. In addition, we found that contextual topics are more discriminative as compared to users’ own topics. This may be due to the fact that users’ self-descriptions are of more value and contain less noise than users’ tweets. Some hot topics discussed by volunteers are given in Table 3.5. The egocentric network patterns also play a dominant role in our task. This implies that one’s social connections indeed reflect the user’s personal concerns to a large extent.

Table 3.4: Performance of our proposed model over different feature combinations (%)

<table>
<thead>
<tr>
<th>Features</th>
<th>F1-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic characteristics</td>
<td>68.43</td>
</tr>
<tr>
<td>Linguistic features</td>
<td>80.06</td>
</tr>
<tr>
<td>User topics</td>
<td>75.04</td>
</tr>
<tr>
<td>Contextual topics</td>
<td>78.14</td>
</tr>
<tr>
<td>LIWC</td>
<td>68.48</td>
</tr>
<tr>
<td>Behavior-based features</td>
<td>78.52</td>
</tr>
<tr>
<td>Posting behavior patterns</td>
<td>69.83</td>
</tr>
<tr>
<td>Egocentric network patterns</td>
<td>75.91</td>
</tr>
</tbody>
</table>

3.4.6 SOURCE COMPARISON

To demonstrate the descriptiveness of multiple social network integration, we conducted experiments over various source combinations. Notably, data from Facebook and LinkedIn is incomplete and we need to infer the block-wise missing data first taking advantage of the complete data samples from Twitter.

Table 3.6 shows the performance of MISTER over different social network combinations. We noted that the more sources we incorporate, the better the performance can be achieved. This implies the complementary relationships rather than mutual conflicting relationships among the sources. Moreover, we found that aggregating data from all these three social networks can achieve significantly better performance as compared to each of the single sources. Additionally,
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Table 3.5: Hot topics discussed by volunteers. Contextual topics are generated from followee and retweeting. User topics are generated from their own profiles.

<table>
<thead>
<tr>
<th>Data source</th>
<th>Topic Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Followee</td>
<td>public, politics, rights, development</td>
</tr>
<tr>
<td></td>
<td>editor, global, journalist, university</td>
</tr>
<tr>
<td>Retweeting</td>
<td>global, nonprofit, change, community</td>
</tr>
<tr>
<td></td>
<td>health, education, learning, university</td>
</tr>
<tr>
<td>Self</td>
<td>woman, help, education, child</td>
</tr>
<tr>
<td></td>
<td>volunteer, nonprofit, support</td>
</tr>
</tbody>
</table>

Table 3.6: Performance of our proposed model over different social network combinations(%). Facebook* and LinkedIn* both refer to the complete data, whose missing data is pre-inferred. F1: F1-measure.

<table>
<thead>
<tr>
<th>Social Network Combinations</th>
<th>F1</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter</td>
<td>82.35</td>
<td>4.2e-2</td>
</tr>
<tr>
<td>Facebook*</td>
<td>73.53</td>
<td>5.0e-7</td>
</tr>
<tr>
<td>LinkedIn*</td>
<td>74.49</td>
<td>3.1e-7</td>
</tr>
<tr>
<td>Twitter + Facebook*</td>
<td>83.67</td>
<td>1.1e-1</td>
</tr>
<tr>
<td>Twitter + LinkedIn*</td>
<td>83.84</td>
<td>1.4e-1</td>
</tr>
<tr>
<td>Facebook* + LinkedIn*</td>
<td>76.29</td>
<td>6.0e-6</td>
</tr>
<tr>
<td>Twitter + Facebook* + LinkedIn*</td>
<td>85.59</td>
<td>–</td>
</tr>
</tbody>
</table>

as the performances obtained from different single social networks are not the same, this validates that incorporating the confidence of different social networks to MISTER is reasonable. Interestingly, we observed that MISTER over Twitter alone achieves the much better performance, as compared to that over LinkedIn or Facebook alone. This may be caused by the fact that the most discriminative features evaluated by Section 3.4.5 are all extracted from Twitter.

3.4.7 SIZE VARYING OF POSITIVE SAMPLES

In order to verify the usefulness of our model on a real world dataset, where the volunteers should account for a minority portion of a user population, we tuned the fraction of volunteer samples in our dataset. In particular, we fed $x\%$, $x \in [5, 50]$, of volunteer samples to our model with stepsize 5%. Figure 3.2 shows the F1-measure with respect to different fractions of volunteer samples of different models. As can be seen, our model can achieve satisfactory performance even when volunteer samples only account for 5% of the whole samples. This demonstrates that the proposed
MISTER model is not sensitive to the percentage of positive samples. Whereas, SVM and RLS are relatively more sensitive to the fraction of volunteer samples in dataset.

### 3.4.8 COMPLEXITY DISCUSSION

In order to analyze the complexity of MISTER, we need to solve the time complexity in terms of constructing $M$, $L$, and $t$ as defined in Eq. (3.8) and Eq. (3.12), and computing the inverse of $M$ and $L$. Assuming $D \gg S$, the construction of matrix $M$ has a time complexity of $O(NDS)$, and the construction of matrix $L$ has a time complexity of $O(ND^2)$. Due to the fact that the cost of matrix multiplications ($X_t^TX_t$) and that of constructing $t$ involved in Eq. (3.12) remain the same for all iterations and $L$ is symmetric, we can save much practical time cost. Also, using the standard method, computing the inverse of two core matrices, $M$ and $L$, has the complexity of $O(S^3)$ and $O(D^3)$, respectively. Furthermore, using the method of Coppersmith and Winograd, the time cost can be bounded by $O(S^{2.376})$ and $O(D^{2.376})$ [134], respectively. We note that the speed bottleneck lies in the number of features and the number of social networks instead of the number of data samples. As $S$ and $D$ are usually small, especially $S$, MISTER should be efficient in time complexity.

To validate the practical efficiency of the proposed MISTER model, we conducted a set of experiments. The comparison of average time consumption of different models is shown in Table 3.7. As can be seen, MISTER shows superiority over SVM in terms of the time cost, which takes only 19% of the time that SVM uses. By careful observation, we observed that MISTER converges very quickly, which on average takes about 20 iterations. Even though MISTER takes
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more time than RLS and regMVMT due to the consideration of source consistency and source confidence, it improves the performance in terms of F1-measure.

Table 3.7: Comparative illustration of time cost among different models (%)

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Total(s)</th>
<th>Train(s)</th>
<th>Test(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>2.0550</td>
<td>1.8211</td>
<td>0.2339</td>
</tr>
<tr>
<td>RLS</td>
<td>0.0639</td>
<td>0.0631</td>
<td>0.0008</td>
</tr>
<tr>
<td>regMVMT</td>
<td>0.0605</td>
<td>0.0595</td>
<td>0.0006</td>
</tr>
<tr>
<td>iSFS</td>
<td>0.5565</td>
<td>0.5557</td>
<td>0.0008</td>
</tr>
<tr>
<td>MISTER</td>
<td>0.3936</td>
<td>0.3929</td>
<td>0.0007</td>
</tr>
</tbody>
</table>

3.5 SUMMARY

In this chapter, we presented a novel scheme for multi-source mono-task learning. We argued that the views revealed by different social networks may vary according to the different services they offer, which are complimentary to each other and comprehensively characterize a specific user from different perspectives. As compared to the scarce knowledge conveyed by a single source, appropriate aggregation of multiple social networks offers us a better opportunity for deep user understanding. We hence jointly take the source confidence and source consistency into consideration by introducing regularization to the objective function. We practically evaluated the proposed scheme in an interesting scenario of volunteerism tendency prediction. We developed a set of volunteer-oriented features to characterize users' volunteerism tendency. Extensive experimental results have demonstrated the effectiveness of our proposed scheme and verified the advantages of utilizing multiple social networks over a single source. The proposed scheme is applicable to many other binary classification applications, such as gender inference and item recommendation.
CHAPTER 4

Mono-source Multi-task Learning

4.1 APPLICATION: USER INTEREST INFEERENCE FROM MONO-SOURCE

Beyond multi-source mono-task learning as introduced in Chapter 3, this chapter presents the mono-source multi-task learning model and its application in user interest inference. User interest inference is the basis for many applications. Cold-start problems [104], adaptive E-learning [109], computational target advertisement [32], and personalized services [62] all benefit from a detailed knowledge of the interests of the user in order to personalize the results and improve relevance. Take target advertisements as an example. Users’ online behaviors on the prominent social platforms, such as Twitter, Quora, and Facebook, are mostly interest-driven, which essentially reflect users’ personal preferences and interests. This makes it feasible to infer user interest from social media.

Despite the importance and feasibility of user interest mining, it poses a unique set of challenges that make it difficult to directly borrow techniques from earlier efforts. The challenges include: (a) **Label Variants**. Users are encouraged to explicitly list their interests on some social sites, such as LinkedIn, which saves our labeling efforts. However, due to their diverse educational and linguistic backgrounds, users frequently describe the same interest using different concepts. For instance, two users have the same interest in “programming,” but they may use two different terms—“web development” and “coding”—to describe their interests. This leads to the problem of limited training samples. Usually, multi-task learning assigns each interest with one task. We hence should group these variant concepts into the same cluster and reinforce the inference performance by learning the related multiple tasks simultaneously. (b) **Interest Relatedness**. Interests are usually not independent but correlated to each other in a non-uniform and complex way. We have to automatically establish a structure to capture the inherent relatedness of the pairwise interests. (c) **Grouping Structure**. The grouping of interests depends on users’ social context, instead of just the similarities between the interest concepts. For instance, “golf” and “investment” are the interests frequently preferred by the same persons; while “golf” and “football” are less likely to be associated even though they are related as sports. Hence, the taxonomic prior knowledge of interest concepts cannot accurately reflect the true grouping structure. It is thus necessary to discover the underlying grouping structure of interests based on users’ historical posts.
To address the aforementioned problems, we propose a novel model, named eFFicient cLustered mUlti-Task LEarning (FLUTE), which treats each interest as a task. It is able to automatically learn a sophisticated grouping structure of the tasks, without even the need to pre-specify the number of clusters. Based upon this structure, FLUTE co-regularizes the following factors to maximize the knowledge sharing among multiple related tasks: (a) Global relatedness. All the task pairs share information to some extent, including the tasks in different groups. But their strengths vary, and FLUTE is able to characterize and model such global relatedness. (b) Intra-relatedness. Tasks within the same group are enforced to be similar. (c) Inter-relatedness. Close similarities between tasks from different groups are penalized. We have theoretically demonstrated the analytical solution of this model. To further boost the learning performance, we leverage the solutions of the desired tasks to adjust the grouping structure, and the refined structure in turn tunes the solution. Different from traditional clustered multi-task learning (CMTL), we have only one layer iteration and in practice, it converges very fast.

In summary:

- We proposed a novel and efficient clustered multi-task learning model, which automatically organizes tasks into a graph structure and groups the tasks into various clusters. Meanwhile, we incorporated the modularity function to discover the optimal grouping structure.
- We theoretically demonstrated the closed-form solution for the desired tasks, rather than gradient descent solutions. This ensures that our model can be solved efficiently.
- Most importantly, we have released the code, parameter settings, and data to facilitate other researchers to reproduce our experiments and verify their own models.¹

4.2 RELATED WORK

4.2.1 CLUSTERED MULTI-TASK LEARNING

Recent years have witnessed that multi-task learning (MTL) has been an active and growing area of interest in machine learning [137, 143]. MTL is the idea of pooling related tasks together in a joint analysis. Previous empirical work has shown that combining tasks in a predictor model can achieve better generalization performance than learning each task separately, especially with the conditions where there are insufficient training samples [74]. The key issue in MTL is how to characterize and model the relatedness among tasks. A wide variety of MTL approaches have been developed based on a large range of the dependence structure among tasks, such as the uniform relatedness between pairwise tasks [139], tree-guided relatedness among tasks [45, 60], graph-regularized relatedness among tasks [4, 107], as well as the higher-order task relationships [140]. Most of the above methods were designed by assuming some fixed and prior known structures shared by all the tasks. However, such task structures may not be available in many real cases and the “right” latent task structures should be learned in a data-driven manner. This motivates the

¹https://FLUTE.farbox.com
development of CMTL, which assumes that the tasks can be partitioned into a set of groups where the tasks within the same groups are much closer to each other than those from different groups, and such underlying grouping structure is unknown as a priori that needs to be learned from the data. An advantage of these approaches is their robustness against outlier tasks because they reside in separate clusters that do not affect other tasks. It is worth mentioning that there have been many prior efforts along the research line of CMTL, such as the models presented in [53, 145]. These research achievements have been successfully applied to many applications, ranging from object detection in computer vision [130] to community detection in social networks [111]. Despite its significant value, existing CMTL approaches still suffer from three limitations. First, they need to pre-specify the number of clusters for the underlying grouping structures; however, this is rarely known a priori in real-world situations. Second, the solutions to these existing models often exhibit two layer iterations, rather than closed-form solutions, which greatly hinder their efficiencies. Third, existing approaches frequently overlook the weak relatedness between tasks that are in different clusters, which may cause information loss. Our proposed model can address these difficult problems.

### 4.2.2 USER INTEREST MINING

With the rising popularity of social media, mining user interests has attracted so much attention [25, 44, 71, 118]. Broadly speaking, existing efforts on user interest mining from social media can be classified into two categories from the machine learning angle. One is individual task learning [13, 118, 128, 128]. For instance, the authors in [13] observed that users on Twitter generally follow experts on various topics of their interests in order to acquire information on those topics. A shallow learning method based on social annotations was employed first to deduce the topical expertise of popular Twitter users, and then transitively infer the interests of the users who follow them. Another work was introduced in [87], in which the authors viewed users’ actions as a resource to express their interests, such as tweeting on Twitter, reblogging on Tumblr, and liking on Facebook. A rich set of features were then extracted to represent these actions and various models such as SVM were trained to predict the interests of users. In the context of individual task learning, the prediction function of each interest task is learned separately and the correlations among tasks are not explored. The other line of effort is multi-task learning. They take the task relatedness into account to boost the learning performance and alleviate the problem of insufficient training samples that the traditional individual task learning is facing [36]. Most recently, Song et al. [113] proposed an interest mining model via structure-constrained multi-task learning, where the tasks were pre-organized into a tree structure based upon the internal and external knowledge, respectively. However, the multi-task learning models designed for interest mining from social media either did not consider the structures among interests, or need the structures before learning. As an improved work, our proposed model automatically learns the underlying hidden structures to represent the relatedness among tasks and uses such structures to reinforce the multi-task learning.
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4.3 EFFICIENT CLUSTERED MULTI-TASK LEARNING

4.3.1 NOTATION
Suppose we are given a set of \( N \) labeled samples and \( T \) tasks. Let’s use \( Y = [y_1, y_2, \ldots, y_T] \in \mathbb{R}^{N \times T} \) and \( X \in \mathbb{R}^{N \times D} \) to respectively denote the label vector and the extracted feature matrix of these \( N \) samples, where \( D \) represents the feature dimension.

In this work, we assume that there exists a hidden graph, \( G \), over the given dataset, where each vertex denotes a task and the edge weight between two tasks reflects their pairwise relatedness. We use an adjacent matrix \( A \) to represent such graph and its \( (i, j) \)-th entry \( A_{ij} \), to denote the nonnegative relatedness between the \( i \)-th and \( j \)-th tasks. To discover the hidden grouping structure among tasks, we partition \( G \) into subgraphs \( G_c \). For a given subgraph \( G_c \) in \( G \), its support set of vertices is denoted as \( \mathcal{S}(G_c) \). The \( c \)-th index \( c \) denotes the number of tasks in \( G_c \) with a probabilistic index vector \( c = [c_1, c_2, \ldots, c_T]^T \), where the component \( c_i = \frac{1}{\mathcal{S}(G_c)} \) if the \( i \)-th task belongs to \( G_c \), otherwise \( c_i = 0 \). We can see that \( c_i \) means the probability of the \( i \)-th task falling into this group.

For each graph, we can find its optimal partition based upon the given metric. Let’s denote such partition with a probabilistic index matrix \( M = [c^1, c^2, \ldots, c^K] \), which indicates the partition of all tasks over \( K \) groups. It is worth mentioning that in our work each task is forced to associate with only one group and hence the columns in \( M \) are orthogonal, i.e., \( c^T_i c^j = 0, \forall i \neq j \).

4.3.2 PROBLEM FORMULATION
Our research objective is to automatically discover the optimal hidden graph from the given data that captures the relatedness among tasks, and utilize the optimal partitioning results of this graph to enhance the multi-task learning. The learning results in turn adjust the hidden graph structure. This process is iteratively repeated until convergence. Figure 4.1 intuitively demonstrates such process. We first randomly initialize a graph and hence its affinity matrix \( A \). We then solve the optimal partition \( M \) over \( A \). Following that, our designed \( W \) can be inferred based on both of \( A \) and \( M \). We ultimately leverage \( W \) to tune \( A \). The above process is repeated until \( W \) converges.

4.3.3 GROUPING STRUCTURE LEARNING
Given a graph \( G \) and its corresponding affinity matrix \( A \), we need to obtain its optimal partition \( M \). The quality of graph partition is usually measured by the so-called modularity metric [121]. Modularity was designed to calculate the strength of division of a graph into groups. Graph partitions with high modularity have dense connections between nodes within groups but sparse connections between nodes in different groups. We use the modularity to optimize the graph
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3Support set of vertices is defined as a set of nodes that falls into the specific subgraph.
Figure 4.1: Automatical learning process of our model.

Partitioning problem.

\[ Q(M) = \sum_{c_i \in G} \left[ \frac{H(G_{c_i}, G_{c_i})}{H(G, G)} - \left( \frac{H(G_{c_i}, G)}{H(G, G)} \right)^2 \right], \tag{4.1} \]

where \( H(G_{c_i}, G_{c_i}) \) denotes the sum of the edges that fall within the given groups and is mathematically defined as \( \sum_{i \in \sigma(c_i), j \in \sigma(c_i)} A_{ij} \); \( H(G_{c_i}, G) \) measures the sum of weights over all edges attached to nodes in group \( c_i \) and is formulated as \( \sum_{i \in \sigma(c_i), j \in N_T} A_{ij} \); and \( H(G, G) = \sum_{j \in N_T, j \in N_T} A_{ij} \) is a normalization term that measures the weights sum of all edges, where \( N_T = \{1, 2, \ldots, T\} \). Based on the above definition, we can further restate Eq. (4.1) as,

\[ Q(M) \propto \sum_{c_i \in G} \left[ H(G_{c_i}, G_{c_i})H(G, G) - (H(G_{c_i}, G))^2 \right] \\
= \sum_{c_i \in G} \left[ \left( \frac{\|e(e_i)\|^2}{2} e_i^T A e_i \right) : \left( \frac{\|e(e_i)\|^2}{2} e_i^T A e_i \right) \right] \\
= tr(AE) \cdot tr(S^T AS) - tr(S^T AES) \\
= tr(S^T (H - B)S), \tag{4.2} \]

where \( S = M(M^T M)^{-1} \in \mathbb{R}^{T \times K} \) is an index matrix such that \( S_{ij} = 1 \) if the \( i \)-th task belongs to the \( j \)-th group; and 0 otherwise. \( e \) and \( E \) are the vector and matrix of all ones, respectively. \( tr(.) \) is trace norm. We can see that \( M \) is a column-wise normalized matrix of \( S \). Once we obtain \( S \), we can naturally derive \( M \); Thereinto, \( K \) is the number of clusters. Meanwhile, we denote \( H = tr(AE)A \) and \( B = AEA \) to simplify the expression of \( Q(M) \) in Eq. (4.2).
The task to find the optimal graph partition can be expressed as the problem of maximizing the $Q$ function with constraints:

$$
\max_S \quad tr (S^T (H - B)S) \\
\text{s.t.} \quad S^T S = C \leq T.
$$

(4.3)

where $C \in \mathbb{R}^{K \times K}$ is a diagonal matrix with its diagonal component as $|\sigma(c_i)|$. $\leq$ denotes the element-wise inequality, and $T$ is the number of vertices or tasks.

The optimization of Eq. (4.3) is an NP-hard problem, caused by the binary value property of the index matrix $S$. To obtain a good approximating solution, we relax the entries of $S$ to probabilistic values. In particular, we denote $A \in \mathbb{R}^{K \times K}$ as a diagonal matrix. The diagonal elements of $A$ are the Lagrangian multiplier of $S^T S$, i.e., $\lambda_{c_1}, \ldots, \lambda_{c_K}$. We then equally rewrite Eq. (4.3) by considering the Lagrangian configuration as,

$$
\max_{S, A} L(S, A) = tr (S^T (H - B)S) - tr ((S^T S - C) A).
$$

(4.4)

Taking derivative of Eq. (4.4) with respect to $S$ and setting it to zero, we can reach the following eigenvalue systems,

$$(H - B)S = SA.
$$

(4.5)

We can see that $S$ and $A$ are the set of eigenvectors and eigenvalues of matrix $(H - B)$, respectively. We can thus obtain the analytic solution of $S$ and hence $M$.

### 4.3.4 EFFICIENT CLUSTERED MULTI-TASK LEARNING

Instead of uniform relatedness, we design a graph-regularized term to characterize the pairwise task relatedness. The reason for this is that the predicting functions of two strongly related tasks should be similar. It is formally stated as,

$$
\Omega_{\text{global}}(W) = \sum_{i,j=1}^{T} A_{ij} ||w_i - w_j||^2 = tr (WLW^T),
$$

(4.6)

where $L$ is a Laplacian matrix and is defined as $L = D - A$; $D$ is the degree matrix and is stated as $D = \text{diag}(d_1, \ldots, d_T)$, where $d_i = \sum_{j=1}^{T} A_{ij} ||.||$ is Frobenius norm. As compared to the existing clustered multi-task learning methods [145], this term takes the weak relations across different clusters into consideration.

To strengthen the relatedness within the same group and quantify the compactness of these groups, we propose a metric to measure the task variances within clusters:

$$
\Omega_{\text{intra}}(W) = \sum_{c' \in G} \sum_{c \in G, j \in \sigma(c')} ||w_j^{c'} - w_j||^2
$$

$$
= tr \left( W \left( I_T - M M^T \right)^{-1} M^T W \right),
$$

(4.7)
where \( w_j^i \) represents the coefficient of the \( j \)-th task in the \( i \)-th group \( c_i \); \( \bar{w}^i \) refers to the mean coefficients of all the tasks involved in \( c_i \); and \( I_T \in \mathbb{R}^{T \times T} \) is an identity matrix.

In contrast to the intra-cluster regularization, we propose a measure of between-cluster variance, which quantifies how close to each other the different clusters are:

\[
\Omega_{\text{inter}}(W) = \sum_{c^i \neq c^j \land \forall i < j} \| \bar{w}^i - \bar{w}^j \|^2
\]

\[
= \text{tr} \left( WM(K_{IK} - E)M^TW^T \right),
\]

where \( I_K \in \mathbb{R}^{K \times K} \) is an identity matrix, and \( E \in \mathbb{R}^{K \times K} \) is a matrix with all its entries being ones.

Considering the squared loss function,³ we can reach the following expression,

\[
L(W) = \sum_{i=1}^{T} ||y^i - Xw_i||^2 = ||Y - XW||^2,
\]

where \( W = [w_1, \ldots, w_T] \in \mathbb{R}^{D \times T} \) denotes the coefficient matrix for the \( T \) tasks that we aim to learn.

Jointly integrating the above terms, we can reach the final objective function,

\[
\min_W L(W) + \lambda_1 \Omega_{\text{global}}(W) + \lambda_2 \Omega_{\text{intra}}(W) + \lambda_3 \Omega_{\text{inter}}(W) + \lambda_4 ||W||^2.
\]

Thereinto, we have four key parameters in our objective function. The first parameter \( \lambda_1 \) weights the graph-regularized term which considers the pairwise task relatedness. The second one enforces a clustering of tasks toward their mean when \( \lambda_2 \) increases, which quantifies the compactness of the clusters. The third parameter \( \lambda_3 \) controls the between-cluster variance, which is helpful to widen the distance between two clusters to avoid the negative transfer among dissimilar tasks. And the last parameter \( \lambda_4 \) is used to penalize the generalized errors to avoid the overfitting.

Taking the derivative of Eq. (4.10) with respect to \( W \), we have,

\[
\frac{\partial \text{Obj}}{\partial W} = 2X^TWX - 2X^TY + 2\lambda_1 WL^T + 2\lambda_4 W
+ 2\lambda_2 W(I_T - SM^T) - 2\lambda_3 W(M(K_{IK} - E)M^T)
= -2X^TY + 2UW + 2WWV.
\]

We can derive the closed-form solution of \( W \) as,

\[
\text{vec}(W) = (I_T \otimes U + V^T \otimes I_D) \cdot \text{vec} \left( X^TY \right),
\]

³The squared loss usually yields good performance as the other complex loss functions. We thus adopt loss as the loss function in our algorithm for simplicity and efficiency.
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where the $I_T \in \mathbb{R}^{T \times T}$ and $I_D \in \mathbb{R}^{D \times D}$ are identify matrices; $\otimes$ means the operator of Kronecker product; $vec(\cdot)$ denotes the vector-version of matrix stacking the column into a vector. Meanwhile, we define $U \in \mathbb{R}^{D \times D}$ and $V \in \mathbb{R}^{T \times T}$ as follows,

$$U = X^T X + \lambda_4 I_D,$$
$$V = \lambda_1 I_T^T + \lambda_2 \left( I_T - M (M^T M)^{-1} M^T \right) - \lambda_3 M (K I_K - E) M^T.$$

(4.13)

Once we have obtained $W$, we utilize it to adjust the grouping structure. The process is detailed in Algorithm 3.

**Algorithm 3** Jointly learning the hidden grouping structure and the tasks

 Input: $\lambda_1, \lambda_2, \lambda_3, \lambda_4, X, Y$

 Output: $W$

 1. Initialize $t = 0$; and randomize $A(t)$
 2. while $W(t)$ does not converge do
 3. get the optimal $M(t)$ based on $A(t)$
 4. get $W(t+1)$ via Eq. (4.12) given $A(t), M(t)$
 5. construct $A_{ij}(t+1)$ via exp($||w_j(t+1)-w_j(t)||^2$)
 6. set $t = t + 1$
 7. end while

4.4 EXPERIMENTATION

4.4.1 EXPERIMENTAL SETTINGS

In this work, we applied the proposed FLUTE model to an emerging application scenario: user interest mining from social media. In particular, users explicitly indicate their multiple interests in their LinkedIn profiles. According to our statistics, on average each user has 4.25 interests based on thousands of user samples. On the other hand, users’ historical posts on some social sites can be employed to characterize their interests and preferences. We regard this application as a multi-task learning problem, where each interest is aligned with a task. We assume there exists a hidden graph over these interests, which is able to capture their pairwise relatedness.

Although we are studying a mono-source multi-task learning problem, we still build a general data collection that can also be utilized to verify the multi-source multi-task learning models. To construct the benchmark dataset, we need to first tackle the problem of “social account alignment,” which aims to identify the same users across different social networks by linking their multiple social accounts [1]. To accurately establish this mapping, we employed the emerging social service—Quora, which encourages users to explicitly list their multiple social accounts in their Quora profiles.⁴ We collected candidates from Quora by the breadth-first-search method.

⁴One representative example can be seen via https://www.quora.com/Martijn-Sjoorda.
In the end, we harvested 172,235 Quora user profiles and only retained those who provided their Facebook, Twitter, and LinkedIn accounts in their Quora profiles. Based on these mappings, we launched a crawler to collect their historical social content, including their basic profiles, social posts, and relations.

To build the ground truth, we employed the structural information of users’ LinkedIn profiles: “Additional Information,” which usually contains information about users’ personal interests. User interests listed in their LinkedIn profiles are usually represented by phrases separated by comma, which facilitates the ground truth construction to a large extent. To obtain the representative interests, we filtered out the interests that are liked by fewer than 15 users. Finally, we obtained 74 interests. Then we only retained those users who expressed these interests in their LinkedIn profiles and obtained 1,607 users ultimately. Table 4.1 lists the top 20 interests that are frequently preferred by users.

### Table 4.1: Part of interests and their corresponding frequencies in the benchmark dataset

<table>
<thead>
<tr>
<th>ID</th>
<th>Interest</th>
<th>Frequency</th>
<th>ID</th>
<th>Interest</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>music</td>
<td>11</td>
<td>333</td>
<td>seo</td>
<td>94</td>
</tr>
<tr>
<td>2</td>
<td>entrepreneurship</td>
<td>199</td>
<td>12</td>
<td>hiking</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>marketing</td>
<td>176</td>
<td>13</td>
<td>running</td>
<td>85</td>
</tr>
<tr>
<td>4</td>
<td>blogging</td>
<td>162</td>
<td>14</td>
<td>web development</td>
<td>79</td>
</tr>
<tr>
<td>5</td>
<td>new technology</td>
<td>161</td>
<td>15</td>
<td>skiing</td>
<td>79</td>
</tr>
<tr>
<td>6</td>
<td>startups</td>
<td>139</td>
<td>16</td>
<td>networking</td>
<td>78</td>
</tr>
<tr>
<td>7</td>
<td>design</td>
<td>115</td>
<td>17</td>
<td>web design</td>
<td>77</td>
</tr>
<tr>
<td>8</td>
<td>cooking</td>
<td>112</td>
<td>18</td>
<td>politics</td>
<td>77</td>
</tr>
<tr>
<td>9</td>
<td>programming</td>
<td>112</td>
<td>19</td>
<td>snowboarding</td>
<td>74</td>
</tr>
<tr>
<td>10</td>
<td>internet</td>
<td>100</td>
<td>20</td>
<td>business</td>
<td>70</td>
</tr>
</tbody>
</table>

#### 4.4.2 FEATURE EXTRACTION

To informatively describe users, we extracted two kinds of features: user topics and contextual topics.

- **User topics.** We explored the topic distributions of users’ social posts to infer user interests. We generated topic distributions using Latent Dirichlet Allocation (LDA) [15], which has been widely found to be useful in latent topic modeling [24, 52]. Based on perplexity [69],
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⁵These interests are available at [http://msmt.farbox.com/](http://msmt.farbox.com/).
we ultimately obtained 89, 24, 119 dimensional topic-level features respectively over users’ Twitter, Facebook, and Quora data.

- **Contextual topics.** We define users’ contextual topics as the topics of users’ connections. Like the saying, “birds of a feather flock together,” we believe that the contextual topics intuitively reflect the contexts of users and further disclose their interests. Particularly, we studied followee connections on Twitter because of their intuitive reflection of topics that users are concerned with. As the bio descriptions are usually provided by users to briefly express themselves and may indicate users’ summarized interests, we merged the bio descriptions of a user’s followees into a document, on which we further applied the LDA model. We utilized the perplexity to tune the dimensions of topic-level features over these bio documents and obtained a 64 dimensional feature space. In this work, we only explored the contextual topics on Twitter, since the bio descriptions are usually missing on Facebook and Quora. In addition, LDA-based topic-level features were extracted from Facebook, Twitter, and Quora to represent each user, respectively. The corresponding feature dimensions are respectively 24, 89, and 119.

### 4.4.3 Evaluation Metric

It is well-known that for the inference problem, precision is usually much more important than recall [86]. We adopted two metrics that are able to capture the precision from different aspects. The first one is average $S@K$ over all testing users, which measures the probability of finding a relevant interest among the top $K$ recommended items. To be more specific, for each testing user, $S@K$ is assigned 1 if a correct interest is ranked in the top $K$ positions and 0 otherwise. The second is the average $P@K$ that stands for the proportion of recommended interests that are correct. $P@K$ is defined as

$$P@K = \frac{|C \cap R|}{|C|}.$$  

where $C$ is a set of top $K$ interests and $R$ is the set of correct ones. Besides precision, we also measure the model efficiency in terms of CPU-Time, representing the time spent in executing the model.

All experiments were conducted over a server equipped with Intel(R) Xeon(R) CPU X5650 at 2.67GHZ, 48GB RAM, 24 cores, and 64-bit CentOS 5,4 operating system.

### 4.4.4 Parameter Tuning

We randomly split the user samples into two parts, 80% for training and the rest for testing. As mentioned earlier, we have four key parameters in Eq. (4.10). The optimal values of these parameters are obtained by tuning the perplexity to achieve the best performance.
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*Users’ Twitter data refers to users’ historical tweets.*

*Users’ Facebook data refers to users’ historical timelines.*

*Users’ Quora data refers to users’ historical questions and answers.*
parameters were carefully tuned in the training data. In particular, to learn the optimal parameters, we conducted a grid search between $10^{-2}$ to $10^2$ with small but adaptive step size. In particular, the step size was $0.01$, $0.05$, $0.5$, and $5$ for the range of $[0.01,0.1]$, $[0.1,1]$, $[1,10]$, and $[10,100]$, respectively. The parameters corresponding to the best $P@K$ were used to report the final results. For other comparing systems, the procedures to tune the parameters are analogous to ensure fair comparison. We have released the parameter configurations used in the models here.

Figure 4.2 demonstrates the sensitivities of our model to the four key parameters, when fixing three parameters and tuning the remaining one. From these four sub-figures, we have the following observations: 1) The optimal parameters for one source is not applicable to the others. Therefore, we have to tune the parameters for Quora, Twitter, and Facebook sources, separately. 2) The performance on Facebook is much more stable as compared to other two sources. This reveals that the grouping structure over Facebook has a demonstrable effect.

Noticeably, we tuned the $K$ in $S@K$ and $P@K$ from $1$ to $10$ and reported the optimal performance. The $P@K$ reaches the maximum at $K = 1$ for all sources; while $K = 3, 10, and 4$ are much preferable for Twitter, Facebook, and Quora in terms of $S@K$, respectively.

### 4.4.5 MODEL COMPARISON

To verify the effectiveness and efficiency of our proposed model, we compared it against the following state-of-the-arts models:

- **MTL-lasso**: The multi-task lasso model with least squared loss is widely used to reduce model complexity and achieve feature learning [115].

- **MTL-$\ell_{2,1}$**: The second baseline is the multi-task learning with group sparsity [5, 6]. This model captures the task relatedness by constraining all models to share a common set of features.

- **CMTL**: It is a representative clustered multi-task learning model, which is able to learn a grouping structure using gradient-descent solution. As reported in [145], this method outperforms all the traditional clustered multi-task learning models. Hence, we only selected this strongest one among the clustered multi-task learning models for comparison.

Table 4.2 shows the performance comparison between the baselines and our proposed model. From this table, we observed the following: (1) The last two clustered multi-task learning models significantly and consistently outperform the first two multi-task learning models across three different social sources. This verifies that the task relatedness is non-uniform and structure-regularized task relatedness is necessary. (2) Our proposed model and CMTL almost achieve comparable precision in terms of $S@K$ and $P@K$ on different sources, but our model is remarkably faster than CMTL. (3) The CPU-Time for 24-D Facebook, 89-D Twitter, and 119-D Quora is 32, 160, and 545, respectively. This implies that the efficiency of our model is highly
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9https://FLUTE.farbox.com
Figure 4.2: The performance of user interest mining by fixing three parameters and varying the remaining one.
correlated to the feature dimension. This finding motivates us to reduce the feature dimension before learning.

**Table 4.2:** Performance comparison among various models with non-pre-specific structure. $P@K$ and $S@K$ are measured in terms of percentage. “time” denotes “cpu-time.”

<table>
<thead>
<tr>
<th></th>
<th>Twitter</th>
<th></th>
<th></th>
<th>Facebook</th>
<th></th>
<th></th>
<th></th>
<th>Quora</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P@K$</td>
<td>$S@K$</td>
<td>time</td>
<td>$P@K$</td>
<td>$S@K$</td>
<td>time</td>
<td>$P@K$</td>
<td>$S@K$</td>
<td>time</td>
<td></td>
</tr>
<tr>
<td>MTL-lasso</td>
<td>20.94</td>
<td>39.69</td>
<td>0.078</td>
<td>17.19</td>
<td>68.44</td>
<td>0.078</td>
<td>21.88</td>
<td>32.82</td>
<td>0.078</td>
<td></td>
</tr>
<tr>
<td>MTL-12, 1</td>
<td>15.63</td>
<td>34.06</td>
<td>0.078</td>
<td>17.19</td>
<td>66.88</td>
<td>0.032</td>
<td>19.69</td>
<td>28.44</td>
<td>0.078</td>
<td></td>
</tr>
<tr>
<td>CMTL</td>
<td>24.06</td>
<td>43.44</td>
<td>1113</td>
<td>21.56</td>
<td>67.82</td>
<td>997</td>
<td>23.44</td>
<td>33.13</td>
<td>961</td>
<td></td>
</tr>
<tr>
<td>FLUTE</td>
<td>25.31</td>
<td>43.44</td>
<td>160</td>
<td>21.88</td>
<td>68.75</td>
<td>32</td>
<td>24.38</td>
<td>32.82</td>
<td>545</td>
<td></td>
</tr>
</tbody>
</table>

4.4.6 NECESSITY OF STRUCTURE LEARNING

To justify the necessity of automatic structure learning, we compared the following settings:

- **Internal-MTL:** The graph structure over interests was pre-specified based on the external Web knowledge. In particular, we viewed each interest as a query and submitted it to the Google search engine. We collected the top 10 webpages, and then employed the library of BoilerPipe to extract main contents from the returned webpages. Therefore, each interest can be represented by a document, based on which Bag-of-words model with TF-IDF term weighting scheme can be applied and the similarities among interests can be calculated. In such way, we can obtain $A$.

- **External-MTL:** The graph structure over interests was pre-defined based on their normalized co-occurrence in users’ LinkedIn profiles in our dataset. We can also get the affinity matrix $A$.

- **FLUTE:** Our model automatically discovered the hidden grouping structure to enhance the learning performance.

The first two settings pre-constructed the fixed graph structures over interests. Their affinity matrix $A$’s were fed into this model $\min_w ||Y - XW||_F^2 + \rho_1 \sum_{i,j} A_{ij} ||w_i - w_j||^2$.

Table 4.3 summarizes the comparison results. From this table, it can be seen that: (1) The first setting achieves the worst performance. This result implies that the graph structures based on internal knowledge have much stronger capabilities to capture the interest relatedness. (2) The setting under our model performs better than the first two settings. Several possible reasons lead to such a result. First, the structures of interests may depend on users’ social content, rather than
the similarities or co-occurrences between the interest concepts. Second, the hidden grouping structure and the multi-task learning model can enhance each other in an automatic way. Third, the predefined and fixed structures may not capture the real relatedness among interests.

4.5 SUMMARY

This chapter presented a novel and efficient clustered multi-task learning model. It automatically discovers the hidden grouping structures of a given dataset, and utilizes such structure to capture and model the task relatedness. Tasks within the same groups are encouraged to share more knowledge, while those across groups are regarded as dissimilar tasks, among which knowledge transfer is penalized. The closed-form solution of desired tasks adjusts the grouping structures, and the refined structure reinforces the learning performance. We have verified our proposed model on a real-world application, i.e., user interest inference. The experimental results on publicly accessible dataset have well validated the promising efficiency and effectiveness of our model.

<table>
<thead>
<tr>
<th></th>
<th>Twitter</th>
<th>Facebook</th>
<th>Quora</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P@K</td>
<td>S@K</td>
<td>P@K</td>
</tr>
<tr>
<td>Internal-MTL</td>
<td>25.31</td>
<td>35.94</td>
<td>20.31</td>
</tr>
<tr>
<td>External-MTL</td>
<td>23.16</td>
<td>34.69</td>
<td>20.63</td>
</tr>
<tr>
<td>FLUTE</td>
<td>25.31</td>
<td>35.31</td>
<td>21.88</td>
</tr>
</tbody>
</table>
CHAPTER 5

Multi-source Multi-task Learning

5.1 APPLICATION: USER INTEREST INFERENCE FROM MULTI-SOURCE

In Chapter 4, we have studied user interest inference from a single source. In fact, we recently have witnessed many people with diverse interests involving in multiple social networks simultaneously. Multiple social networks comprehensively convey user interests from different viewpoints. For instance, users may update their daily interests on Facebook, follow accounts of interest on Twitter, and ask or answer questions they are interested on Quora. Thus, fusing cues from multiple sources can potentially boost the performance of user interest inference by a large margin.

Inferencing user interests from multiple social networks, however, is non-trivial due to the following reasons. (a) **Source Integration.** Although users’ behaviors on heterogeneous social networks describe their interests from different views, they should capture the essence or characteristics of the same user consistently. Therefore, how to effectively and comprehensively fuse them is one tough challenge. (b) **Interest Relatedness Characterization.** Interests are usually not independent but correlated in a nonuniform way. For example, given a set of interests \( I = \{basketball, football, travel, cooking\} \), the relatedness between basketball and football may be stronger than that between basketball and cooking. Given that in our dataset, most users who like to play basketball are more likely to spend their spare time on football than cooking. In the context of user interest inference, each interest is usually aligned with one task. Consequently, the second challenge is how to capture and characterize the relatedness among tasks and how to incorporate this into multi-task learning. (c) **Task-Sharing Features.** Not all the features are descriptive and discriminant for all the tasks. Identifying the useful task-sharing features effectively is of essential importance to user interest inference. This thus poses another crucial challenge for us.

It is noticeable that there are three lines of research dedicated to the problem of user interest inference. One is mono-source mono-task learning [91]. In this context, neither the relatedness among tasks nor the complementary information across sources is explored. Another line of effort is mono-source multi-task learning [125]. They take the task relatedness into account to boost the learning performance and alleviate the problem of insufficient training samples that the traditional single task learning faces. It has been observed that learning multiple related tasks simultaneously can improve the modeling accuracy and lead to a better learning performance, especially in cases where only a limited number of positive training samples exist for each task [35].
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The third category of approaches is multi-source mono-task learning [1, 2]. Instead of sticking to a single source, they propose to aggregate multiple sources to infer user interests. It should be noted that the last two categories of approaches have weaknesses: existing mono-source multi-task learning explores the relatedness among tasks, but overlooks the consistency among different sources of a single task; whereas existing multi-source mono-task learning ignores the value of the label information of the other related tasks.

As an improvement to the existing works, we propose a Structure-constrained Multi-sOurce multi-tasK eLearning (SMOKE) scheme to infer user interests. In particular, our scheme jointly regularizes two important aspects. One is the source consistency. The rationale is that interests reflected by different social networks for the same person should be similar, and hence the disagreement among the prediction results should be penalized. The other is the tree-guided task relatedness modeling. Based on prior knowledge, we organize all the tasks (interests) into a tree structure, which can effectively capture various relatedness among tasks. Specifically, the tree structure settles all tasks in leaf nodes and characterizes the relatedness among them by internal nodes. Moreover, the higher the level the internal node is located, the weaker is the relatedness imposed on its children tasks. This is accomplished by a tree-guided group lasso regularizer. Meanwhile, SMOKE learns representative features for groups of related tasks. A potential benefit of sharing training instances among tasks is that the data scarcity problem can be alleviated. Extensive experiments on a real-world dataset well validated our scheme. We have released our compiled dataset¹ which will facilitate other researchers to repeat our approach and to comparatively verify their own ideas.

5.2 RELATED WORK

The problem of user interest inference from multiple social networks exhibits dual-heterogeneities: each task (interest) corresponds to features from multiple sources. Toward this end, the most related work lies in the area of multi-view multi-task learning. The authors of this work [46] proposed a graph-based iterative framework for multi-view multi-task learning (IteM2) in the context of text classification. Given task pairs, IteM2 projects them to a new Reproducing Kernel Hilbert Space based upon the common views they share. However, this is a transductive model, which fails to generate predictive models on independent and unknown samples. To deal with the intrinsic trouble of transductive models, the work in [136] presents an inductive multi-view multi-task learning model (regMVMT). It employs a co-regularization term to achieve model consistency on unlabeled samples from different views. Meanwhile, another regularization function is utilized across multiple tasks to guarantee that the learned models are similar. Noticeably, the implicit assumption that all tasks are uniformly related without prior knowledge might be inappropriate. Realizing this limitation, the authors proposed a revised model (regMVMT+) that incorporates a component to automatically infer the task relatedness. As a generalized model of regMVMT, an inductive convex shared structure learning algorithm for multi-view multi-task

¹The compiled dataset is currently publicly accessible via: http://msmt.farbox.com/.
problem (CSL-MTMV) was developed in [58]. CSL-MTMV considers the shared predictive structure among multiple tasks.

Notably, only a limited number of works have been published regarding multi-view multi-task learning and few of them have been applied to user interest inference. Different from these existing methods which maximize the agreement between views using unlabeled data, SMOKE works toward supervised learning with two advantages: (1) SMOKE considers source consistency and tree-guided relatedness among tasks simultaneously; and (2) SMOKE allows the learning of task-sharing features using weighted group lasso, where the weights can be learned from prior knowledge.

5.3 MULTI-SOURCE MULTI-TASK LEARNING

5.3.1 NOTATION

Suppose we have a set of $N$ labeled data samples, $S \geq 2$ sources and $T \geq 2$ tasks. Let $D_s$ denote the number of features extracted from the $s$-th source. Let $X_s \in \mathbb{R}^{N \times D_s}$ denote the feature matrix generated from source $s$, and each row represents a user sample. The feature dimension extracted from all these sources is thus $D = \sum_{s=1}^{S} D_s$. The whole feature matrix can be written as $X = \{X_1, X_2, \ldots, X_S\} \in \mathbb{R}^{N \times D}$. The label matrix can be represented as $Y = \{y_1, y_2, \ldots, y_T\} \in \mathbb{R}^{N \times T}$, where $y_t = (y_{1t}, y_{2t}, \ldots, y_{Nt})^T \in \mathbb{R}^N$ corresponds to the label vector regarding the $t$-th task.

5.3.2 PROBLEM FORMULATIONS

For each task, we can learn $S$ predictive models, each of which is generated from one source and defined as follows,

$$f_{st}(X_s) = X_s w_{st},$$

where $w_{st} = (w_{1st}, w_{2st}, \ldots, w_{D_s t})^T \in \mathbb{R}^{D_s}$ represents the linear mapping function for the $t$-th task with respect to the $s$-th source. Let $W = (w_1, w_2, \ldots, w_T) \in \mathbb{R}^{D \times T}$ denote the whole linear mapping block matrix, where $w_t = (w_{1t}, w_{2t}, \ldots, w_{St})^T \in \mathbb{R}^D$. The final predictive model for task $t$ can be reinforced via linear combination of these $S$ models. Without the prior knowledge of source confidence, we treat all sources equally as follows,

$$f_t(X) = \frac{1}{S} \sum_{s=1}^{S} f_{st}(X_s).$$

In multi-class problems, tasks are usually inter-correlated. Multi-source multi-task learning is thus proposed to model their relatedness while seamlessly integrating multiple sources. To select discriminant features, group lasso is considered in the component of multi-task learning. Let $W = (w_1, w_2, \ldots, w_T) \in \mathbb{R}^{D \times T}$ denote the linear mapping block matrix, where $w_t = \ldots$
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\((w_1^T, w_2^T, \cdots, w_T^T) \in \mathbb{R}^D\). The multi-source multi-task learning with group lasso can be formalized as follows,

$$
\Gamma = \frac{1}{2N} \sum_{t=1}^{T} \left\| y_t - \sum_{s=1}^{S} \frac{1}{S} X_s w_{st} \right\|^2 + \frac{\lambda}{2} \sum_{s=1}^{S} \sum_{d=1}^{D_s} \left\| w_s^d \right\| ,
$$

(5.3)

where \(w_s^d = (w_{s1}^d, w_{s2}^d, \cdots, w_{sT}^d)\), \(\sum_{s=1}^{S} \sum_{d=1}^{D_s} \| w_s^d \| = \| W \|_{2,1}\) and \(\lambda\) is the nonnegative regularization parameter that regulates the sparsity of the solution regarding \(W\). When \(T \geq 2\), the weights of one feature across all tasks are first grouped by the \(L_2\) norm, and all features are then grouped by the \(L_1\) norm. Thus, the \(L_{2,1}\) norm penalty is able to select features based on their strength over all tasks. In this way, we can simultaneously learn the task-sharing features. Obviously, when \(T = 1\), this formulation reduces to a typical problem of Lasso [115].

However, the above optimization problem simply assumes that all the tasks share a common set of relevant input features, which might be unrealistic in many real world scenarios. For example, in our work, the tasks “basketball” and “football” tend to share a common set of relevant input features, which are less likely to be useful for the task “cooking.” This consideration motivates us to assume that the relatedness among different tasks can be characterized by a tree \(T\) with a set of nodes \(V\). In particular, the leaf nodes represent all the tasks, while the internal nodes denote the groupings of leaf nodes. Intuitively, each node \(v \in V\) of the tree \(T\) can be associated with group \(G_v\), which consists of all the leaf nodes (tasks) belonging to the subtree rooted at node \(v\). Moreover, the higher level the internal node is located at, the weaker relatedness it controls. The root of \(T\) is assigned the highest level. To characterize such strength of relatedness among tasks, we assign a weight \(e_v\) to each node \(v \in V\) according to the prior knowledge via a hierarchical agglomerative clustering algorithm [105]. As illustrated in Figure 5.1, it is apparent that the tasks “basketball” and “football” are more correlated as compared to the task “cooking.” Thus, in Figure 5.1, the tasks “basketball” and “football” are first grouped in node \(v_4\) with a weight \(e_{v_4} = 0.6\). Then these two tasks are grouped in a higher level internal node \(v_{5}\), whose weight \(e_{v_5} = 0.4\), together with the task “cooking.”

We mathematically formulate the source integration and tree-constrained\(^2\) group lasso into one unified model,

$$
\Gamma = \frac{1}{2N} \sum_{t=1}^{T} \left\| y_t - \sum_{s=1}^{S} \frac{1}{S} X_s w_{st} \right\|^2 + \frac{\lambda}{2} \sum_{s=1}^{S} \sum_{d=1}^{D_s} \sum_{v \in V} e_v \left\| w_{G_v}^d \right\| ,
$$

(5.4)

where \(w_{G_v}^d\) is a vector of coefficients \(\{w_{st}^d : t \in G_v\}\). In addition, we assume that the mapping functions from all sources agree with one another as much as possible. Therefore, we introduce the regularization term to model the result consistency among different sources. The final objective

\(^2\)Beyond tree-structure, our model is extendable to incorporate other structures, such as graph.
function \( f \) is restated as follows,

\[
\frac{1}{2N} \sum_{t=1}^{T} \left\| y_t - \frac{1}{S} \sum_{s=1}^{S} X_s w_{st} \right\|^2 + \frac{\lambda}{2} \sum_{s=1}^{S} \sum_{d=1}^{D_s} \sum_{v \in V} e_v \left\| w_d^{v}_{st} \right\|^2
\]

\[+ \frac{\mu}{2N} \sum_{t=1}^{T} \sum_{s=1}^{S} \sum_{s' \neq s} \left\| X_s w_{st} - X_{s'} w_{s't} \right\|^2, \tag{5.5}\]

where \( \mu \) is the nonnegative regularization parameter that regulates the disagreement among models learned from different sources.

\[\begin{align*}
ev_5 &= 0.4, \\
G_{v_5} &= \{basketball, football, cooking\} \\
\end{align*}\]

\[\begin{align*}
ev_4 &= 0.6, \\
G_{v_4} &= \{basketball, football\} \\
\end{align*}\]

\[\begin{align*}
ev_1 &= 0.9, \\
G_{v_1} &= \{basketball\} \\
\end{align*}\]

\[\begin{align*}
ev_2 &= 0.9, \\
G_{v_2} &= \{football\} \\
\end{align*}\]

\[\begin{align*}
ev_3 &= 0.9, \\
G_{v_3} &= \{cooking\} \\
\end{align*}\]

\[\text{Figure 5.1: Illustration of inter-interests relatedness in a tree structure.}\]

### 5.3.3 OPTIMIZATION

Considering that the second term in Eq. (5.5) is not differentiable, we use an equivalent formulation of it, which has been proven by [61], to facilitate the optimization as follows,

\[
\frac{\lambda}{2} \left( \sum_{s=1}^{S} \sum_{d=1}^{D_s} \sum_{v \in V} e_v \left\| w_d^{v}_{st} \right\|^2 \right)^2. \tag{5.6}\]

Still, the \( L_{2,1} \) norm in the above formulation gives rise to a non-convex function, which makes it intractable to solve directly. Therefore, we further resort to another variational formulation [6] of Eq. (5.6). According to the Cauchy-Schwarz inequality, given an arbitrary vector \( b \in \mathbb{R}^M \) such
54 5. MULTI-SOURCE MULTI-TASK LEARNING

that $b \neq 0$, we have,

$$
\sum_{i=1}^{M} |b_i| = \sum_{i=1}^{M} \theta_i^{\frac{1}{2}} \theta_i^{-\frac{1}{2}} |b_i|
\leq \left( \sum_{i=1}^{M} \theta_i \right)^{\frac{1}{2}} \left( \sum_{i=1}^{M} \theta_i^{-\frac{1}{2}} b_i^2 \right)^{\frac{1}{2}}
\leq \left( \sum_{i=1}^{M} \theta_i^{-\frac{1}{2}} b_i^2 \right)^{\frac{1}{2}}.
$$

(5.7)

where $\theta_i$'s are introduced variables that should satisfy $\sum_{i=1}^{M} \theta_i = 1$, $\theta_i > 0$ and the equality holds for $\theta_i = |b_i|/\|b\|_1$. Based on this preliminary, we can derive the following inequality,

$$
\left( \sum_{s=1}^{S} \sum_{d=1}^{D_s} e_v \|w_{d,s,G_i}^d\| \right)^2
\leq \sum_{s=1}^{S} \frac{\left( \sum_{d=1}^{D_s} \sum_{v \in \mathcal{V}} e_v \|w_{d,s,G_i}^d\| \right)^2}{q_{s,d}^d}
\leq \sum_{s=1}^{S} \sum_{d=1}^{D_s} q_{s,d}^d \left( \sum_{v \in \mathcal{V}} e_v \|w_{d,s,G_i}^d\| \right)^2
\leq \sum_{s=1}^{S} \sum_{d=1}^{D_s} \sum_{v \in \mathcal{V}} e_v^2 \|w_{d,s,G_i}^d\| \frac{e_v}{q_{s,d,v}}.
$$

(5.8)

where we introduce the variable $q_{s,d,v}$. The equality can be attained if $q_{s,d,v}$ satisfies that,

$$
q_{s,d,v} = \frac{e_v \|w_{d,s,G_i}^d\|}{\sum_{s=1}^{S} \sum_{d=1}^{D_s} \sum_{v \in \mathcal{V}} e_v \|w_{d,s,G_i}^d\|}.
$$

(5.9)

Consequently, minimizing $\Gamma$ is equivalent to minimizing the following convex objective function,

$$
\frac{1}{2N} \sum_{t=1}^{T} \left\| y_t - \sum_{s=1}^{S} \frac{1}{2} x_s w_{H,s} \right\|^2 + \frac{\lambda}{2} \sum_{s=1}^{S} \sum_{d=1}^{D_s} \sum_{v \in \mathcal{V}} \frac{e_v^2 \|w_{d,s,G_i}^d\|^2}{q_{s,d,v}}
+ \mu \sum_{t=1}^{T} \sum_{s=1}^{S} \sum_{s' \neq s} \left\| x_s w_{H,s} - x_{s'} w_{H,s'} \right\|^2.
$$

(5.10)
To facilitate the computation of the derivative of the objective function $\varGamma$ with respect to $w_{st}$, we define a diagonal matrix $Q_{st} \in \mathbb{R}^{D_s \times D_s}$ as follows,

$$Q_{st}(d, d) = \sum_{v \in G_t} \frac{e_v^2}{Q_{st}(d, v)}.$$  \hspace{1cm} (5.11)

Finally, we have the following objective function,

$$\frac{1}{2N} \sum_{t=1}^{T} \left( \sum_{s=1}^{S} \frac{1}{S} X_s w_{st} - y_t \right)^2 + \frac{\lambda}{2} \sum_{t=1}^{T} \sum_{s=1}^{S} w_{st}^T Q_{st} w_{st} + \frac{\mu}{2N} \sum_{t=1}^{T} \sum_{s \neq s'} \|X_s w_{st} - X_{s'} w_{s't}\|^2.$$  \hspace{1cm} (5.12)

We adopt the alternating optimization strategy to solve Eq. (5.12) [60]. Particularly, we alternatively optimize $w_{st}$ and $q_{s,d,v}$, where we optimize one variable with the other one fixed in each iteration and keep this iterative procedure until the objective value converges.

When $q_{s,d,v}$ is fixed, we take the derivative of the objective function regarding $w_{st}$ as follows,

$$\frac{\partial \varGamma}{\partial w_{st}} = \frac{1}{NS} X_{st}^T \left( \sum_{s=1}^{S} \frac{1}{S} X_s w_{st} - y_t \right) + \lambda Q_{st} w_{st} + \frac{\mu}{N} X_{st}^T (X_s w_{st} - X_{s'} w_{s't}).$$  \hspace{1cm} (5.13)

Setting Eq. (5.13) to zero and rearranging the terms, we derive that all $w_{st}$'s can be learned jointly by the following linear system given a task $t$,

$$L_t w_t = b_t,$$

$$\begin{bmatrix}
    L_{11} & L_{12} & L_{13} & \cdots & L_{1S} \\
    L_{21} & L_{22} & L_{23} & \cdots & L_{2S} \\
    L_{31} & L_{32} & L_{33} & \cdots & L_{3S} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    L_{S1} & L_{S2} & L_{S3} & \cdots & L_{SS}
\end{bmatrix}
\begin{bmatrix}
    w_{1t} \\
    w_{2t} \\
    w_{3t} \\
    \vdots \\
    w_{St}
\end{bmatrix}
= \begin{bmatrix}
    b_{1t} \\
    b_{2t} \\
    b_{3t} \\
    \vdots \\
    b_{St}
\end{bmatrix}.$$  \hspace{1cm} (5.14)

where $L_t \in \mathbb{R}^{D \times D}$ is a sparse block matrix with $S \times S$ blocks, $w_t \in \mathbb{R}^D$ and $b_t \in \mathbb{R}^D$ are both sparse block matrices with $S$ blocks. $L_{ss}, L_{ss'}$, and $b_{ss}$ are defined as,

$$\begin{cases}
    L_{ss} = \frac{1}{NS} X_s^T X_s + \frac{\mu(S-1)}{N} X_s^T X_{s'} + \lambda Q_{ss}, \\
    L_{ss'} = \frac{1}{NS} X_s^T X_s' \frac{\mu}{N} X_s^T X_{s'}, \\
    b_{ss} = \frac{1}{NS} X_s^T y_t.
\end{cases}$$  \hspace{1cm} (5.15)

According to the definition of positive-definite matrix, $L_t$ can be easily proven to be positive definite and invertible. Then we can derive the closed-form solution of $w_t$ as follows,

$$w_t = L_t^{-1} b_t.$$  \hspace{1cm} (5.16)
Furthermore, we notice that $w_t$ can be computed individually, which saves considerable space and time cost. Meanwhile, we optimize $q_{s,d,v}$ according to Eq. (5.9) with fixed $w_t$. The overall procedures for alternating optimization are summarized in Algorithm 4.

**Algorithm 4** Alternating optimization for solving Eq. (5.12)

**Input:** $X, y, \lambda, \mu$
**Output:** $W$

1: Initialize $(W)^0$ by fitting each source individually on the available data.
2: for $k = 1, 2, \cdots$ do
3: for $t = 1, 2, \cdots, T$ do
4: for $s = 1, 2, \cdots, S$ do
5: Update $(Q_{st})^k$ according to Eq. (5.9) and (5.11).
6: end for
7: end for
8: for $t = 1, 2, \cdots, T$ do
9: Compute each $(w_t)^k$ according to Eq. (5.16).
10: end for
11: if the objective value stops decreasing then
12: return $W = (W)^k$
13: end if
14: end for

5.3.4 CONSTRUCTION OF INTEREST TREE STRUCTURE

We aim to employ the hierarchical agglomerative clustering algorithm to construct the tree structure. One challenge is that an interest is usually represented by a single concept, which makes it hard to measure the similarities among interests and apply the hierarchical agglomerative clustering algorithm. Toward this end, two types of prior knowledge are utilized.

1. **External source.** We exploit an external source—the Web, where a huge amount of prior knowledge about interests are encoded implicitly. We transform each interest into a query and submit it to Google search engine. We collect the top 10 webpages, and then employ the library of BoilerPipe³ [61] to extract clean main contents from the returned webpages. Therefore, each interest can be represented by a document, based on which Bag-of-words model [82] with TF-IDF term weighting scheme [103] can be applied and the similarities among interests can be evaluated.

2. **Internal source.** Although the external source provides us the general prior knowledge, we believe that the internal prior knowledge stored in our dataset also plays a vital role in user interest inference. Driven by this consideration, we propose to measure the similarities among interests

³https://code.google.com/p/boilerpipe/
based on their co-occurrence in users’ LinkedIn profiles in our dataset.⁴ It deserves attention that we exploit all available LinkedIn profiles that exhibit users’ personal interests rather than that of the subset of users selected for the task of interest inference. Suppose we have a set of interests $\mathcal{I} = \{I_1, I_2, \ldots, I_T\}$, and a set of documents $\mathcal{DD} = \{d_1, d_2, \ldots, d_N\}$, where $d_l$ contains all interests of user $l$. Let $c(j,k,l) = 1$ if and only if interests $I_j$ and $I_k$ both occur in $d_l$, and $c(j,k,l) = 0$ otherwise. Then the co-occurrence matrix $H$ is defined as follows,

$$
H(j,k) = \begin{cases} 
\frac{\sum_l c(j,k,l)}{\sum_l \sum_l c(j,l,l)} & \text{if } j \neq k; \\
1 & \text{otherwise.} 
\end{cases}
$$

(5.17)

Each row of $H$ corresponds to the co-occurrence of an interest with others. Then we use the Jensen-Shannon divergence [16] to measure the similarities among interests.

It is suggested to apply the hierarchical agglomerative clustering algorithm on these enriched interests and build the tree structure. To assign appropriate weights to nodes, we choose to utilize the normalized height $h_v$ of a subtree rooted at node $v$ to characterize its weight $e_v$, where $e_v = 1 - h_v$. Such an assignment guarantees the aforementioned condition that the higher node corresponds to the weaker relatedness. It is noted that we normalize the heights for all nodes such that the root node is at height 1. We thus derive two models $SMOKE-e$ and $SMOKE-i$ based on two types of prior knowledge, respectively.

5.4 EXPERIMENTS

5.4.1 EXPERIMENTAL SETTINGS

In this work, we casted the problem of user interest inference as the structure constrained multi-source multi-task learning problem. In particular, we explored four popular social networks: Twitter, Facebook, Quora, and LinkedIn, where the features were extracted from the first three sources and the ground truth was constructed based on the last one.

We verified our model on a publicly accessible dataset as described in Chapter 4. Figure 5.2 shows the user frequency distribution with respect to the number of interests over this dataset. Similarly, we employed the same precision metrics, $S@K$ and $P@K$, to measure the performance of our model and the competitors. $S@K$ represents the mean probability that a correct interest is captured within the top $K$ recommended interests; while $P@K$ stands for the proportion of the top $K$ recommended interests that are correct.

All the experiments were conducted over a server equipped with Intel(R) Xeon(R) CPU X5650 at 2.67 GHZ on 48 GB RAM, 24 cores, and 64-bit CentOS 5.4 operating system.

5.4.2 MODEL COMPARISON

To justify the effectiveness of our proposed model $SMOKE$, we compared it with the following five state-of-the-art baselines:

⁴Users may list a set of personal interests in their LinkedIn profiles.
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Figure 5.2: User frequency distribution with respect to the number of interests over our dataset.

- **SVM**: The first baseline is a traditional single-source, single-task learning method—support vector machine (SVM) [27], which simply concatenates the features generated from different sources into a single feature vector and learns each task individually. We chose the learning formulation with the kernel of radial-basis function, implemented based on LIBSVM [21].

- **RLS**: The second baseline is the regularized least squares (RLS) model [59], which also learns each task individually and aims to minimize the objective function of

\[
\frac{1}{2N} \left\| y_t - \sum_{s=1}^{S} \frac{1}{3} X_s w_s \right\|^2 + \frac{\lambda}{2} \left\| w_s \right\|^2.
\]

- **regMVMT**: The third baseline is the regularized multi-view multi-task learning model, introduced in [136]. This model regulates both the source consistency and the task relatedness. However, it simply assumes the uniform relatedness among tasks.

- **SMOKE-ec**: The fourth baseline is a derivation of SMOKE-e. This method constructs the tree structure based on external source in the same manner as SMOKE-e but assigns uniform weights to all nodes.

- **SMOKE-ic**: The fifth baseline is a derivation of SMOKE-i, which constructs the tree structure using internal source but weights all nodes uniformly.
5.4. EXPERIMENTS

We adopted the grid search strategy to determine the optimal values for the regularization parameters. Experimental results reported in this work are the average values over 10-fold cross validation. Noticeably, we tuned the $K$ in $S@K$ and $P@K$ from 1 to 10 and reported the optimal performance for each fold. Generally, the $S@K$ reaches the maximum at $K = 10$, while $K = 1$ is much preferable regarding $P@K$.

Table 5.1 shows the performance comparison between baselines and our proposed scheme. We observed that $SMOKE$-i and $SMOKE$-e both outperform the single source single task learning $SVM$ and $RLS$. This verifies the significance of considering source consistency and task relatedness simultaneously. Moreover, it is not unexpected that $SVM$ achieves the worst performance. A possible explanation might be the insufficient positive training samples for certain interests. For example, only 24 positive training samples are available for the interest “surfing.” In addition, the less satisfactory performance of $regMVMT$, as compared to $SMOKE$-i and $SMOKE$-e, confirms that it is advisable to characterize the task relatedness in a tree structure instead of correlating all tasks uniformly. Besides, $SMOKE$-i and $SMOKE$-e show superiority over $SMOKE$-iu and $SMOKE$-eu respectively, which enables us to draw a conclusion that modeling the relatedness strength among tasks merits our particular attention. Last but not least, $SMOKE$-i performs better than $SMOKE$-e. This finding demonstrates the importance of prior knowledge extracted from our internal source.

Table 5.1: Performance comparison among various models. They were fed with features extracted from multiple sources.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>$P@K$ (%)</th>
<th>$S@K$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SVM$</td>
<td>8.69</td>
<td>54.69</td>
</tr>
<tr>
<td>$RLS$</td>
<td>24.32</td>
<td>73.86</td>
</tr>
<tr>
<td>$regMVMT$</td>
<td>24.69</td>
<td>74.54</td>
</tr>
<tr>
<td>$SMOKE$-eu</td>
<td>25.50</td>
<td>73.80</td>
</tr>
<tr>
<td>$SMOKE$-iu</td>
<td>24.56</td>
<td>74.11</td>
</tr>
<tr>
<td>$SMOKE$-e</td>
<td>25.72</td>
<td>74.57</td>
</tr>
<tr>
<td>$SMOKE$-i</td>
<td>26.50</td>
<td>74.85</td>
</tr>
</tbody>
</table>

Based on the practical results, the time complexity of $regMVMT$ is remarkably higher than that of $SMOKE$. In particular, $regMVMT$ costs about 562 seconds to execute, 114 times of that taken by $SMOKE$ for each iteration. This is mainly attributed to the computation of the inverse of a matrix with dimension of $DT$, which requires a time complexity of $O(D^3T^3)$. Compared to $SMOKE$, it is rather time consuming using $regMVMT$. 
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Table 5.2: Contribution of individual social network and their various combinations

<table>
<thead>
<tr>
<th>Social Network Combinations</th>
<th>P@K (%)</th>
<th>S@K (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter</td>
<td>24.75</td>
<td>73.05</td>
</tr>
<tr>
<td>Facebook</td>
<td>19.59</td>
<td>69.74</td>
</tr>
<tr>
<td>Quora</td>
<td>20.97</td>
<td>68.19</td>
</tr>
<tr>
<td>Twitter + Facebook</td>
<td>25.51</td>
<td>74.98</td>
</tr>
<tr>
<td>Twitter + Quora</td>
<td>24.89</td>
<td>74.41</td>
</tr>
<tr>
<td>Facebook + Quora</td>
<td>22.52</td>
<td>71.80</td>
</tr>
<tr>
<td>Twitter + Facebook + Quora</td>
<td>26.50</td>
<td>74.85</td>
</tr>
</tbody>
</table>

5.4.3 SOURCE COMPARISON
To shed light on the descriptiveness of multiple social network integration, we conducted experiments over various source combinations.

Table 5.2 shows the performance of SMOKE-i over individual social network and their various combinations. We noted that the more sources we incorporated, the better the performance can be achieved. This suggests the complementary relationships instead of mutual conflicting relationships among the sources. Moreover, we found that aggregating data from all these three social networks can achieve better performance as compared to each of the single source. Interestingly, we observed that SMOKE over Twitter alone achieves a much better performance, as compared to that using Quora or Facebook alone. This may be caused by that we additionally extracted contextual topics apart from user topics in Twitter, which can reveal user interests more directly. It is far from incomprehensible that SMOKE would degenerate to multi-task learning when the context problem involves only one single source.

5.4.4 COMPLEXITY DISCUSSION
To analyze the complexity of SMOKE, we need to estimate the time cost in terms of constructing $Q$, $L_t$, and $b_t$, defined in Eq. (5.11) and Eq. (5.15), as well as computing the inverse of $L_t$. Assuming $D \gg S$, the construction of diagonal matrix $Q$ has a time complexity of $O(DT)$, and the construction of matrix $L_t$ has a time complexity of $O(ND^2)$. Due to the fact that the time cost of matrix multiplication $X^T_s X_v$ and that of constructing $b_t$ involved in Eq. (5.15) remain the same for all iterations and $L_t$ is symmetric, we can reduce the practical time consumption remarkably. In addition, computing the inverse of $L_t$ has the complexity of $O(D^3)$ by the standard method. Then the total complexity should be $O(D^3 T)$. We notice that the speed bottleneck lies in the number of features and the number of tasks instead of the number of data samples. As $D$ is usually small, SMOKE should be computationally efficient.
5.5 SUMMARY

This chapter presents a structure-constrained multi-source multi-task learning scheme in the context of user interest inference. In particular, this scheme takes both the source consistency and the tree-guided task relatedness into consideration by introducing two regularizations to the objective function. Moreover, the proposed model is able to effectively select the task-sharing features by employing the weighted group lasso. Notably, the weights can be learned from two kinds of prior knowledge: external source and internal source. Experimental results demonstrate the effectiveness of our proposed scheme.
6.1 APPLICATION: USER ATTRIBUTE LEARNING FROM MULTIMEDIA DATA

In Chapter 5, we have extended multi-source mono-task learning and mono-source multi-task learning models to a unified multi-source multi-task learning model. It is capable of task-sharing feature selection via the weighted group lasso. However, it still fails to discriminate the task-specific features. In this chapter, we present an improved multi-source multi-task learning model, which is able to jointly learn the task-sharing and task-specific features. Most importantly, we will verify this model on a multimodal and multimedia dataset. Before we dive into it, let’s consider the following application scenario: user attribute learning, in particular on the user occupation prediction.

Social media and mobile phones promote mutually. In particular, the development of social networking technologies has changed the role of mobile phones which apart from pure communication devices are also powerful devices for generating and consuming multimedia data [55]. The growing ubiquity of mobile phones has in turn led to a bright new stage of social multimedia services. In light of this, users are convenient to capture images and videos on the mobile end, associate them with social and contextual metadata such as tips and GPS tags, and disseminate them in the social platforms. Hence, social media and mobile users constitute an ideal platform for analyzing users’ habits and behaviors, which also provide us the most influential sources in shaping user attributes, such as age, gender, occupation, and social status.

User attributes are crucial prerequisites for many interesting applications. We list a few examples. (1) Studying social roles and statuses is very helpful to gain the insights of the whole society as well as manage social resources at the individual level; (2) Age and gender inference substantially contributes in analyzing the users’ profiles and conducting demographic statistics; (3) Interest and occupation prediction benefit the customized marketing and personalized recommendation, as well as social circle detection and activity recognition. Noticeably, a significant body of internet users might be reluctant to expose their attributes to the public. As an alternative, predicting user attributes from mobile social media is of great interest to both industry and academia.

Despite its value and significance, learning user attributes from mobile social media remains in its infancy due to the following challenges: (1) people may be involved in multiple mobile social
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media platforms for various purposes simultaneously. For example, people share their footprints with their friends using Foursquare network; meanwhile, they may also share the latest news using Twitter, and photos using Instagram. Different aspects of users are disclosed on different social networks due to their different emphases. However, these heterogeneous multimedia sources are complementary to each other and essentially characterize the same user from different perspectives. Effectively unifying and uncovering the information embedded in the heterogeneous social media sources remains a largely unaddressed research problem. (2) User attributes are typically correlated in a non-uniform way. Take a user’s occupation prediction as an example. Given a set of occupations, \( C = \{ \text{nurse}; \text{dentist}; \text{scientist}; \text{professor}, \text{cook} \} \), the relatedness between nurse and dentist may be stronger than that between nurse and cook, since nurse and dentist work in similar environments, and they hence may discuss similar topics in their social forums and post images with similar context. (3) Features describing users may be in high dimension, but in fact not all features are discriminant. In fact, a subset of highly related attributes may share a common set of features, whereas weakly related attributes are less likely to be affected by the same features. In addition, individual attributes may have their unique discriminant features. In summary, learning attribute-sharing features and attribute-specific features effectively is significant to user attributes learning.

To address the aforementioned challenges, we propose a unified model, the so-called multi-source multi-task learning with feature selection (STATUS), to infer user attributes. As a research entry point, we specifically explore occupation prediction in this work. We assume that each user is involved in multiple social media platforms.¹ Our model treats each occupation as a task. It simultaneously co-regulates source consistency and task relatedness. In particular, for each given user, we first crawl his/her historical multimedia posts from multiple mobile platforms, including tweets from Twitter, check-in records from Foursquare, images from Instagram, as well as occupations from Linkedin (ground truth). The occupations revealed by different social networks for the same users should be similar, and also the inconsistency among the prediction results from individual sources should be penalized. On the other hand, the relatedness among occupations is encoded with the graph-guided fused lasso, where each task is represented by a node in a graph and the similarities between the tasks are captured via an adjacency matrix. The graph structure is constructed based on external and internal knowledge. As compared to the previous methods regrading all task pairs as equally related and cannot encode the hidden complicated relationships among tasks, our method uses graph-guided fused lasso penalty to encourage models for task pairs to be similar whenever they are connected in the graph network. In addition, the proposed STATUS model is capable of identifying discriminant task-specific and task-sharing features. As an added benefit, it is advantageous to learn tasks by leveraging cues from the other related tasks, especially when the data is scare. It can thus alleviate the problem of insufficient training samples.

¹Even though some users do not have multiple social platforms, we can utilize matrix factorization techniques to complete the missing sources.
Also, our model can be generalizable to other attributes, such as interests, age groups, and social roles.

The contributions of this work can be summarized as: (1) we proposed a multi-source learning model with graph-guided fused lasso penalty to infer user occupations, which jointly regularizes source consistency and task relatedness; and (2) we relaxed the non-smooth objective function to a smooth one, theoretically demonstrated its solution, and practically analyzed its computational complexity.

6.2 RELATED WORK

Mobile social media platforms provide venues for diverse people to record and share their behaviors. Their online behaviors are representative of many aspects of their attributes. Hence predicting user attributes from social media is feasible and draws more and more attention [14, 89, 90, 95, 102, 113, 141]. Recent works focus on the inference of age [102], gender [30], race [83], occupation [96], personality [41], political alignment [26], and depression [29]. For example, the authors in [17] constructed a large, multilingual dataset labeled with gender and studied several statistical models for determining the gender of uncharacterized Twitter users. The work in [91] attempts to automatically infer the political orientation and ethnicity of given users by leveraging observable information such as the user behaviors, network structures, and the linguistic content of the users’ Twitter feeds. The work introduced in [100] discovers four latent user attributes, including gender, age, regional origin, and political orientation, by a stacked-SVM-based classification algorithm over a rich set of original features extracted solely from informal content of Twitter. Furthermore, the authors in [133] extended the existing work on attribute inference by leveraging the principle of homophily. They evaluated the inference accuracy gained by augmenting the user features with features derived from the Twitter profiles and posts of friends. They considered three attributes which have varying degrees of assortativity: gender, age, and political affiliation. Choudhury et al. [29] studied the potential signals for the prediction of users’ depression from social media, ranging from the decrease in social activities, raised negative effects, to greater expressions of religious involvement. Recently, the authors in [46] noticed that existing approaches for user attributes learning on social media are generally in supervised settings and they formulated a weakly supervised paradigm to extract user profiles from Twitter.

Even though considerable success has been achieved in earlier works, most of them learn user attributes from a single source and few explore the relatedness among the attributes. In fact, we are living in the era of multiple social networks, and users are hence involved in more and more social networks simultaneously. It is thus desirable to integrate multiple social media platforms to comprehensively characterize the same users. On the other hand, the relatedness among attributes can be learned from external knowledge, or can be manually defined based on prior knowledge. As an improved work, our model incorporates these two factors. In addition, we employ fused lasso to learn task-specific and task-sharing features.
6.3 DATA CONSTRUCTION

6.3.1 DATA CRAWLING STRATEGY

We utilized the following strategy to construct our multi-source data for the application of occupation inference:

1. We searched About.me with some manually selected occupation concepts. These occupations were selected from this alphabetical list.²

2. We removed those users who fail to list the following three social accounts in their About.me profile: Twitter, Linkedin, and Foursquare. For each of the rest of the users, we have his/her three URLs corresponding to the three social accounts. According to these criteria, we collected a set of 3,180 users.

3. For each of these 3,180 users, we collected all their historical posts from Linkedin, Twitter, and Foursquare, respectively.

4. We also collected images from Instagram for these 3,180 users using the following procedure: if users provide their Instagram URL on About.me, we can directly crawl their images;³ otherwise, based on the Foursquare check-ins, we collected photos related to the visited venues from Instagram. The venue is matched according to the identity between Foursquare and Instagram.⁴ Users sometimes share their Instagram photos in their Twitter account with the snippet “instagram.com”; we thus collected them to enrich our image collection.

Table 6.1 shows the first-order statistics of our collected data from multiple sources. It is observable that each user on average posted more than 2,300 tweets. This indicates that the users with multiple social media accounts at the same time are usually very active. These four sources characterize users from different views. In particular, Linkedin, a professional networking platform, serves as the source of ground truth, where users typically post their professional and career information; Twitter is an online social networking service that enables users to send and read short 140-character messages called “tweets.” Some of these tweets may signal occupation-related information. For instance, property agents may talk about rentals, stamp duty, and commission rates; Foursquare records users’ travel histories, which can implicitly leak out the behaviors or patterns of one’s profession. Take professors and bankers as examples. Check-ins of professors primarily distribute in universities and conference venues; while the check-ins for bankers usually occur in financial institutions and central business districts. Images on Instagram can visually and intuitively characterize the users’ work places.

²http://www.occupationsguide.cz/en/abecedni/abecedni.htm ³We observed 40.9% of these 3,180 users also explicitly post their Instagram access in their About.me profile. ⁴http://instagram.com/developer/endpoints/locations/
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We leveraged the structural information of users’ Linkedin profiles to establish the ground truth, which greatly saves the labor-intensive labeling process. Linkedin users usually formally list all their occupation experiences in the “Experience” block, as illustrated in Figure 6.1. According to our statistics, on average, each user in our dataset has 5.65 occupations. For each user, we extracted his/her occupation list to serve as the ground truth. In this way, we obtained 12,409 unique occupation titles. To avoid typos and unusual occupation titles, such as “meeting booster,” we filtered out the occupation titles which occur fewer than five times, and we have 385 left. It is noteworthy that the vocabulary gap is very large for the occupation representation. Users with diverse backgrounds utilize various phrases to represent their titles. For instance, “programmer” and “software developer” are employed by different users to refer to the same “software engineer” title. We manually merged some variants. Ultimately, we have 80 occupation titles. Table 6.2 displays 20 representative occupations. Correspondingly, Figure 6.2 illustrates the user frequency distribution over these 20 occupations.

Table 6.2: This table lists 20 representative occupations in our dataset. In fact, we studied 80 occupations. To save the space, we do not list them all.

<table>
<thead>
<tr>
<th>ID</th>
<th>Occupations</th>
<th>ID</th>
<th>Occupations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sales/Markets</td>
<td>11</td>
<td>Writer</td>
</tr>
<tr>
<td>2</td>
<td>Software Engineer</td>
<td>12</td>
<td>Waiter</td>
</tr>
<tr>
<td>3</td>
<td>Founder/Cofounder</td>
<td>13</td>
<td>Artist</td>
</tr>
<tr>
<td>4</td>
<td>Consultant</td>
<td>14</td>
<td>Blogger</td>
</tr>
<tr>
<td>5</td>
<td>Web Designer</td>
<td>15</td>
<td>CTO</td>
</tr>
<tr>
<td>6</td>
<td>Researcher</td>
<td>16</td>
<td>Photographer</td>
</tr>
<tr>
<td>7</td>
<td>CEO</td>
<td>17</td>
<td>Product Manager</td>
</tr>
<tr>
<td>8</td>
<td>Project Manager</td>
<td>18</td>
<td>Teacher</td>
</tr>
<tr>
<td>9</td>
<td>Student</td>
<td>19</td>
<td>Editor</td>
</tr>
<tr>
<td>10</td>
<td>Agent</td>
<td>20</td>
<td>Investor</td>
</tr>
</tbody>
</table>
Figure 6.1: Demonstration of work experiences listed in Linkedin, i.e., occupation titles. They are highlighted by purple dotted rectangles. Due to privacy concerns, we concealed some personal information.
Assume that we are given \( N \) users \( \mathbf{X} = [\mathbf{x}_1, \mathbf{x}_2, ..., \mathbf{x}_N]^T \) in the training set, and their corresponding occupation categories \( \mathbf{Y} = [y_1, y_2, ..., y_C] \in \mathbb{R}^{N \times C} \). Each user is characterized by \( V \) complementary sources from \( V \) mobile media platforms. For example, the \( n \)-th user can be represented by \( \mathbf{x}_n = [\mathbf{x}_{n1}^T, \mathbf{x}_{n2}^T, ..., \mathbf{x}_{nv}^T]^T \), where \( \mathbf{x}_{nv} \in \mathbb{R}^{D_v} \), and \( D_v \) denotes the dimensionality of feature space on the \( v \)-th source. All the training samples on the \( v \)-th source and on all the sources are respectively represented as \( \mathbf{X}_v = [\mathbf{x}_{1v}, \mathbf{x}_{2v}, ..., \mathbf{x}_{Nv}]^T \in \mathbb{R}^{N \times D_v} \) and \( \mathbf{X} = [\mathbf{X}_1, \mathbf{X}_2, ..., \mathbf{X}_v] \in \mathbb{R}^{N \times D} \), where \( D = \sum_{v=1}^{V} D_v \). Our objective is to generalize the STATUS model from training users to predict the occupations of other unseen users, given their information from multiple social media platforms.

We define \( f_c^v(\mathbf{x}_n) \) as the probability function of user \( n \) falling into the \( c \)-th occupation category, estimated based on the \( v \)-th source. In a vector-wise form, the inference function of all users for the \( c \)-th occupation by leveraging the \( v \)-th source can be stated as,

\[
 f_c^v(\mathbf{X}_v) = \mathbf{x}_v \mathbf{w}_{cv},
\]

where \( \mathbf{w}_{cv} \in \mathbb{R}^{D_v} \) is the coefficient vector for source \( v \) and task \( c \). The probability for all users associated with \( c \)-th occupation is modeled by averaging the prediction results from all sources,

\[
 f_c^v(\mathbf{X}) = \frac{1}{V} \sum_{v=1}^{V} f_c^v(\mathbf{X}_v) = \frac{1}{V} \sum_{v=1}^{V} \mathbf{x}_v \mathbf{w}_{cv},
\]

Based on the above definition, the traditional squared loss function that measures the empirical error on the training users can be formulated as, \( \sum_{c=1}^{C} \| y_c - \frac{1}{V} \sum_{v=1}^{V} \mathbf{x}_v \mathbf{w}_{cv} \|^2 \). As reported

**Figure 6.2:** Illustration of occupation-user distributions in our dataset. The occupation ID is aligned with the occupation title in Table 6.2. We have 80 occupations, but we do not display them all due to space.
The squared loss usually yields good performance as the other complex loss functions. We thus adopt the squared loss as the loss function in our algorithm for simplicity and efficiency.

To boost the occupation inference performance, besides the loss function, we simultaneously consider these three assumptions:

• **Source Consistency.** We assume that the heterogeneous social media platforms of the same users characterizing their behaviors from multiple views, but should consistently reflect the same occupation type. Mathematically, \( f_c(X_u) \) should be the same or very close with \( f_c(X_v) \), for \( u \neq v \).

• **Graph-regularized Relatedness.** It is reasonable to assume that some of the occupations are often more closely related and more likely to share common relevant input features than other occupations. We assume that occupations are related in a complex manner in the form of a graph. It is noteworthy that tree and some other basic structures are the special cases of graph structure. The graph structure can be built based on the external and internal prior knowledge.

• **Feature Selection.** Feature sparsity is another reasonable assumption since only a small fraction of features are associated with their corresponding occupations. Feature selection using the \( \ell_1 \) penalty (also referred as 1-norm or Lasso penalty) has been shown to perform well when there are spurious features mixed with relevant features, which enforces many parameters being zeros and the parameter vector is thus sparse. Lasso and its advanced variants, such as fused lasso, should be considered to select discriminative features.

By jointly considering these assumptions, the objective function \( \Phi(w_{cv}) \) of occupation inference can be formulated as,

\[
\min_{w_{cv}} \frac{1}{C} \sum_{c=1}^{C} \| y_c - \frac{1}{V} \sum_{v=1}^{V} X_v w_{cv} \|^2 + \frac{\lambda}{2} \sum_{c=1}^{C} \sum_{v=1}^{V} \sum_{v' \neq v} \| X_v w_{cv} - X_{v'} w_{cv'} \|^2 \\
+ \beta \sum_{e=(c,c') \in E} r_{cc'} \sum_{v=1}^{V} \| w_{cv} - w_{c'v} \|_1 + \mu \sum_{e=1}^{E} \sum_{v=1}^{V} \| w_{cv} \|_1.
\]

(6.3)

The first term is the widely adopted least square loss function; the second term controls the source consistency; the third one implements the graph-guided fused lasso for multi-task classification that exploits the graph structure over the output variables; while the last term controls the sparsity. \( \lambda \) and \( \beta \) are parameters that respectively regularize the disagreement of heterogeneous sources for the same task and differences between related tasks on the same source. \( \mu \) is a parameter that regulates the strength of the \( \ell_1 \)-norm regularization on multi-source multi-task learning function.

Graph construction is the key to our proposed graph-guided fused lasso penalty. In the desired graph, each node represents one task or occupation, and each edge connects two nodes.
6.5 OPTIMIZATION

with its weight indicating the strength of correlation between two nodes. Two tasks connected by an edge with a high weight tend to be influenced by the same set of features. To construct the graph, we leveraged two kinds of prior knowledge encoded in external and internal resources. For the external resource, we exploited the web information indexed by Google. In particular, we treated each occupation title as a query and submitted it to Google Search Engine. We collected the top 20 webpages for each occupation, and then utilized the BoilerPipe tool⁵ to extract the clean content from the pages. The similarities between pairwise occupations were estimated by computing the corresponding pairwise document similarities. In addition to the external resource, we also explored the internal knowledge embedded in our collected dataset. To be more specific, we measured the co-occurrence in users’ LinkedIn profiles in our dataset. For the given occupation \(c\) and \(c'\), let’s denote \(\mathcal{U}_c\) and \(\mathcal{U}_{c'}\) the sets of LinkedIn profiles that respectively contain occupation \(c\) and \(c'\). Inspired by the Jaccard coefficient [68], the relationship between these two occupations can be estimated by

\[ j_{\mathcal{U}_c \cap \mathcal{U}_{c'}} \]

For pairwise occupations, their ultimate relationship was calculated by linearly averaging the similarity scores on the external and internal resources. We utilized \(R\) to denote the adjacency matrix of occupations, with its entry \(r_{cc'}\) representing the relatedness between occupation \(c\) and \(c'\). To avoid the commonly seen occupations overwhelming the non-commonly seen ones, we symetrically normalized \(R\) as \(D^{-\frac{1}{2}}RD^{-\frac{1}{2}}\), where \(D\) is a diagonal matrix whose \(i\)-th element is the sum of the \(i\)-th row of \(R\).

6.5 OPTIMIZATION

Our objective function \(\Phi(w_{cv})\) is convex, but the last two terms are non-smooth. Let’s denote the last two terms as \(\psi_0(w_{cv})\). We have,

\[
\psi_0(w_{cv}) = \beta \sum_{e=(c,c') \in \mathcal{E}} r_{cc'} \sum_{v=1}^{V} \| w_{cv} - w_{c'v} \|_1 + \mu \sum_{c=1}^{C} \sum_{v=1}^{V} \| w_{cv} \|_1
\]

\[
= \beta \| WH \|_1 + \mu \| W \|_1 = \| WB \|_1.
\]

(6.4)

where \(B = \begin{bmatrix} \beta \mathbf{H}, \mu \mathbf{I} \end{bmatrix} \in \mathbb{R}^{C \times (C+|\mathcal{E}|)}\) and \(\mathcal{E}\) is the graph edge set; \(W\) is a block matrix, \(W = [w_1, w_2, ..., w_C] \in \mathbb{R}^{D \times C}\) and \(w_c = [w_{c1}^T, w_{c2}^T, ..., w_{cV}^T]^T\). \(\mathbf{H} \in \mathbb{R}^{C \times |\mathcal{E}|}\) is a variant vertex-edge incident matrix defined as below:

\[
H_{i,e} = \begin{cases} 
    r_{cc'} & \text{if } e = (c, c') \text{ and } i = c; \\
    -r_{cc'} & \text{if } e = (c, c') \text{ and } i = c'; \\
    0 & \text{otherwise}.
\end{cases}
\]

(6.5)

⁵https://code.google.com/p/boilerpipe/
Since the dual norm of the entry-wise matrix $\ell_\infty$ norm is the $\ell_1$ norm, we can further restate the overall penalty in Eq. (6.4) as:

$$\psi_0(w_{cv}) = \| WB \|_1$$

$$= \max_{\|A\|_\infty \leq 1} tr \left( A^T WB \right).$$

(6.6)

where $\| \cdot \|_\infty$ is the matrix entry-wise $\ell_\infty$ norm, defined as the maximum absolute value of all entries in the matrix; $A \in \mathcal{P} = \{ A | \| A \|_\infty \leq 1, A \in \mathbb{R}^{D \times (C+|C|)} \}$ is an auxiliary matrix associated with $\| WB \|_1$; and $tr(\cdot)$ is the trace of a matrix.

The formulation in Eq. (6.6) is still a non-smooth function with respect to $w_{cv}$, which leads to a tough challenge for the optimization. Toward this end, we construct an approximation of Eq. (6.6) with manageable errors. In particular, we define $\psi_f(w_{cv})$ as,

$$\psi_f(w_{cv}) = \psi_0(w_{cv}) + \frac{\gamma}{2} \| A \|_F^2.$$

(6.7)

Let $\epsilon$ denote the approximation error. We then have,

$$\epsilon = \psi_f(w_{cv}) - \psi_0(w_{cv})$$

$$= \frac{\gamma}{2} \| A \|_F^2$$

$$\leq \max_{\|A\|_\infty \leq 1} \frac{\gamma}{2} \| A \|_F^2$$

$$= \frac{\gamma}{2} D \times (C + \|C\|).$$

(6.8)

We hence set the parameter $\gamma$ as $\frac{2\epsilon}{D \times (C + \|C\|)}$ to control the errors and to achieve the best convergence rate. In this work, we utilize $\psi_f(w_{cv})$ to approximate $\psi_0(w_{cv})$.

By taking the derivative of $\psi_f(w_{cv})$ over $A$ and setting it to zero, we can derive $A = \frac{WB}{\gamma}$. We then apply $A$ to $\mathcal{P}$, and we reach the optimal solution of $A$,

$$A^* = \Gamma \left( \frac{WB}{\gamma} \right).$$

(6.9)

where $\Gamma$ is a mapping function. It projects any $x \in \mathbb{R}$ into

$$\Gamma(x) = \begin{cases} 
1 & \text{if } x > 1, \\
 x & \text{if } -1 \leq x \leq 1, \\
-1 & \text{if } x < -1.
\end{cases}$$

(6.10)

For a given matrix $A$, $\Gamma(A)$ is defined as applying $\Gamma$ on each of the entries in $A$.
\[ \Psi_r(w_{cv}) \] is a convex and continuously differentiable function with respect to \( w_{cv} \) for any \( \gamma > 0 \). We treat \( \Psi_r(w_{cv}) \) as a smooth approximation of \( \Psi_0(w_{cv}) \). In particular, we have

\[
\frac{\partial \Psi_r(w_{cv})}{\partial w_{cv}} = \frac{\partial \text{tr}(A^T WB)}{\partial w_{cv}} = \frac{\partial \text{tr}(WBA^T)}{\partial w_{cv}}. \tag{6.11}
\]

Let’s denote \( Q = BA^T \), where \( Q = [q_1, q_2, \ldots, q_C]^T \in \mathbb{R}^{C \times D} \) and \( q_c = [q_{c1}, q_{c2}, \ldots, q_{cV}]^T \). We then can restate the above formulations as,

\[
\frac{\partial \text{tr}(WQ^T)}{\partial w_{cv}} = \frac{\partial \text{tr} \left( \sum_{c=1}^{C} w_c q_c^T \right)}{\partial w_{cv}} = \frac{\partial \text{tr}(w_c q_c^T)}{\partial w_{cv}} = \frac{\partial \text{tr}(q_c^T w_c)}{\partial w_{cv}} = \frac{\partial \text{tr} \left( \sum_{v=1}^{V} q_v^T w_{cv} \right)}{\partial w_{cv}} = q_v^T. \tag{6.12}
\]

Taking derivative of our objective function \( \Phi(w_{cv}) \) in Eq. (6.3) over \( w_{cv} \), we obtain,

\[
\frac{\partial \Phi(w_{cv})}{\partial w_{cv}} = \frac{1}{V} X_v^T \left( \frac{1}{V} \sum_{v=1}^{V} X_v w_{cv} - y_c \right) + \lambda X_v^T \sum_{v' \neq v} \left( X_v w_{cv} - X_{v'} w_{cv'} \right) + q_v^T. \tag{6.13}
\]

By rearranging the term orders of Eq. (6.13), we arrive at,

\[
\frac{1}{V} X_v^T y_c - q_v^T = \left\{ \frac{1}{V^2} X_v^T X_v + \lambda (V - 1) X_v^T X_v \right\} w_{cv} + \left( \frac{1}{V^2} - \lambda \right) X_v^T \sum_{v' \neq v} X_{v'} w_{cv'}. \tag{6.14}
\]

To facilitate the optimization analysis, we define some notations and rewrite Eq. (6.14) in the following form,

\[ Lw_c = \tau_c. \tag{6.15} \]
The above formulation is equivalent to the following linear system,

\[
\begin{bmatrix}
L_{11} & L_{12} & L_{13} & \cdots & L_{1V} \\
L_{21} & L_{22} & L_{23} & \cdots & L_{2V} \\
L_{31} & L_{32} & L_{33} & \cdots & L_{3V} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
L_{V1} & L_{V2} & L_{V3} & \cdots & L_{VV}
\end{bmatrix}
\begin{bmatrix}
w_{c1} \\
w_{c2} \\
w_{c3} \\
\vdots \\
w_{cV}
\end{bmatrix}
= \begin{bmatrix}
t^*_1 \\
t^*_2 \\
t^*_3 \\
\vdots \\
t^*_V
\end{bmatrix}, \quad (6.16)
\]

where each involved element is defined as,

\[
\begin{align*}
t^*_i &= \frac{1}{V} X^T y - q^T, \\
L_{vv} &= \frac{1}{V^2} X^T X + \lambda (V-1) X^T X, \\
L_{vv'} &= \left( \frac{1}{V^2} - \lambda \right) X^T X.
\end{align*} \quad (6.17)
\]

\(L\) is a positive definite matrix and hence it is invertible \([112, 113]\). We can hence derive the closed-form solution of \(w_c\)

\[
w_c = L^{-1} t^*. \quad (6.18)
\]

We iteratively calculate \(W\) and \(A\) until convergence. The initial values of \(W\) is generated by randomization. In the whole process of our iteration, each step decreases the objective function value \(\Phi(w_{cv})\), whose lower bound is zero and therefore the convergence of our model is guaranteed \([77]\).

### 6.6 EXPERIMENTS

In this section, we conducted extensive evaluations to thoroughly verify our proposed model and each of its components.

#### 6.6.1 EXPERIMENTAL SETTINGS

**Data Preprocessing**

We observed that the textual part of our dataset is of varying qualities. Some users may write meaningless tips at their check-in venues, and some suspicious users may leave spam on Twitter. Before feature extraction, we performed the following pre-processing steps on the textual parts to filter the noise and reduce the feature space:

- We converted all uppercase letters to lowercase ones, and all slang words to synonyms based on the external dictionary to reduce the number of possible terms;
- We eliminated texts with phone numbers or email addresses since they are generally spam;
- We removed all the non-alphanumeric characters to filter out the meaningless numbers;
- We removed stop words and those terms with frequencies less than five.
Evaluation Metrics
For the task of user occupation inference, precision is of more importance as compared to recall. We thus validated our model via two widely accepted metrics that are able to capture precision from different aspects. The first one is average $S@K$ over all testing users. The second one is average $P@K$. The definitions of $S@K$ and $P@K$ are detailed in Chapter 4.

Data Partition for Training and Testing
Considering the small size of our constructed dataset, the experimental results reported in this chapter were based on 10-fold cross-validation. In particular, we broke data into ten sets of size 318 users per set. We trained our model on nine sets and tested it on one set each time. We repeated such process ten times and took a mean accuracy as the ultimate result.

6.6.2 FEATURE EXTRACTION
Textual Features for Twitter and Foursquare
After textual data preprocessing, we extracted and normalized the following features:

- **User topics.** According to our observation, users may have higher probabilities of talking about topics related to their occupations. This motivates us to explore the topic distributions of users’ social posts to characterize their occupations. For each user, we merged his/her tweets (Foursquare tips) into one document to represent the Twitter (Foursquare) source. We generated topic distributions using Latent Dirichlet Allocation (LDA [15], which has been widely found to be useful in latent topic modeling [57, 142]). Based on the metric of perplexity [69] that is frequently utilized to find the optimal number of hidden topics, we ultimately obtained 50 and 30 dimensional topic-level features over users’ tweets on Twitter and tips on Foursquare, respectively.

- **Linguistic Inquiry and Word Count features (LIWC).** LIWC is widely used to analyze the psycho-linguistic transparent lexicon. It plays an important role in predicting users’ personality and careers [67]. The main component of LIWC is a directory which contains the mapping from words to 72 categories.⁷ Given a document, LIWC computes the percentage of words in each category and represents it as a vector of 72 dimensions.

- **Heuristically inferred features.** Inspired by [34], we extracted some heuristically inferred features. First, we counted the number of URLs, number of hash tags, and number of user mentions, since these features are correlated with users’ social network activity level and can thus indicate users’ occupation types. Second, we counted the number of slang words, number of emotion words,⁸ and number of emoticons and computed an average sentiment score. These features can be good signals of user personality traits, which in turn are occupation dependent. Third, we computed some writing behavior style features, including “number

---

⁷http://www.liwc.net/
⁸www.sentiwordnet.isti.cnr.it
of repeated characters” in words, “number of misspellings,” and “number of unknown to
the spell checker words,” which are often reflected by users’ occupations. In this way, we
extracted 14-D features.

Semantic Location Features for Foursquare
Beside the topic features extracted from the tips, we also extracted the semantic location fea-
tures for the source of Foursquare. In particular, we utilized two attributes related to the check-in
behaviors. First, we collected the well-structured and hierarchically organized venue categories
of Foursquare.⁹ Each Foursquare venue is mapped to one or more categories depending on its
social function. Second, users visit venues at different times, which shows the temporal dimen-
sions related to users’ behaviors. To explore the semantics of spatial and temporal information,
we represent each user by a weighted vector, where each dimension represents a visit to a partic-
ular venue category at a particular time period. In total, we utilized 423 leaf categories and the
eight different time periods, which are {morning (5am–11am), afternoon (12pm–18pm), evening
(19pm–23pm), night (12am–4am)} × {weekday, weekend}.

Visual Features for Instagram
To represent the content of each image, we extracted the following features:

- **Local Features.** We used the difference of Gaussians to detect keypoints in each image
  and extracted their SIFT descriptors. By building a visual codebook of size 1,000 based on
  K-means, we obtained a 1,000-D bag-of-visual-words histogram for each image [56].

- **Global Features.** We further extracted 428-D global visual features, including 225-D
  block-wise color moments based on 5-by-5 fixed partition of the image; 128-D wavelet
  texture; and 75-D edge direction histogram [85].

In summary, we extracted 136-D, 547-D, and 1,428-D features for each given user from
their Twitter, Foursquare, and Instagram sources, respectively. We fed the features into our model
for validation.¹⁰

6.6.3 OVERALL MODEL EVALUATION
To demonstrate the effectiveness of our proposed user attributes learning model, we comparatively
verified the following state-of-the-arts competitors:

- **SVM:** Support Vector Machine is a typical mono-source mono-task learning model [21].
  We concatenated all the features from multiple sources into a single vector and trained each
task separately. With the assist of LIBSVM,¹¹ we chose radial-basis as our kernel function.

---

⁹ https://developer.foursquare.com/categorytree
¹⁰ Actually, we also investigated some other possible features, such as some n-grams and part-of-speech tags, but these features
do not have a strong relation with occupation inference, and hence detailed description and evaluation on such features are
omitted in this book.
¹¹ http://www.csie.ntu.edu.tw/~cjlin/libsvm
GLR: Group Lasso Regularization method [22, 81] is a $\ell_{2,1}$-norm penalty for group feature selection $\frac{1}{2}\|XW - Y\|_F^2 + \rho\|W\|_F^2 + \sigma\|W\|_{2,1}$. This model encodes the group sparsity but fails to take the task relatedness and source relatedness into account.

MSIF: The authors in [49] proposed a Multi-Source Integration Framework to infer users' occupation from their social activities recorded in the social sites, which combines both content model and network model. As reported in [49], this work outperforms most of the prevailing occupation inference approaches. That is why we did not select others as competitors.

MTL: As a typical example of the traditional multi-task learning model, the work in [139] aims to automatically capture and model the task relatedness. It is formulated as $\frac{1}{2}\|XW - Y\|_F^2 + \nu\|W\Omega^{-1}W^T\|_F^2 + \theta\|W\|_F^2$. The code for this model is available here.\(^{12}\)

regMVMT: A semi-supervised inductive multi-view multi-task learning model introduced in [136]. As reported in [136], this model regulates both the source consistency and the task relatedness. However, it simply assumes and characterizes the uniform relatedness among tasks.

STATUS: Our proposed graph-guided multi-task multi-source learning model.

We can see that the selected competitors are very comprehensive, including mono-source mono-task learning, group lasso regularization, multi-task learning, multi-source learning, as well as multi-source multi-task learning. For each method mentioned above, the involved parameters were carefully tuned with 5-fold cross validation in the training data between $10^{-2}$ to $10^2$, and the parameters with the best performance with respect to $P@5$ were used to report the final results.

The comparison results of various models for occupation inference from multiple social media sources are shown in Tables 6.3 and 6.4. Experimental results are measured by $P@K$ and $S@K$, respectively. From this table, we have some observations: (1) SVM achieves the worst performance. One possible reason may be the insufficient positive training samples for certain occupation titles. For instance, only 18 positive training samples are available for the occupation “musician.” (2) GLR is slightly better than SVM, but still worse than others. In this model, the weights of each feature over all tasks are grouped using the $\ell_2$ norm, and all features are further grouped using the $\ell_1$ norm. This model thus tends to select features based on the strength of the feature over all tasks. Its result confirms that some features have little description power for all the tasks and hence feature selection is necessary. (3) MSIF and MTL show their superiors to SVM and GLR. The reason may be that they either explicitly consider the source fusion, or consider the task relatedness. Appropriate source fusion can enhance user characterization and multiple task learning can effectively increase the number of samples by learning multiple related tasks.

\(^{12}\)http://www.comp.hkbu.edu.hk/~yuzhang/codes/MTRL.zip
Table 6.3: Performance comparison among various models for occupation inference from multiple social media platforms. The performance is measured in terms of $S@K$ (%).

<table>
<thead>
<tr>
<th>Approaches</th>
<th>$S@1$</th>
<th>$S@2$</th>
<th>$S@3$</th>
<th>$S@4$</th>
<th>$S@5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>41.04</td>
<td>56.26</td>
<td>66.29</td>
<td>72.67</td>
<td>75.38</td>
</tr>
<tr>
<td>GLR</td>
<td>46.73</td>
<td>60.53</td>
<td>69.81</td>
<td>75.97</td>
<td>77.26</td>
</tr>
<tr>
<td>MSIF</td>
<td>50.31</td>
<td>63.46</td>
<td>72.33</td>
<td>79.18</td>
<td>82.30</td>
</tr>
<tr>
<td>MTL</td>
<td>51.29</td>
<td>65.09</td>
<td>73.58</td>
<td>78.58</td>
<td>81.76</td>
</tr>
<tr>
<td>regMV MT</td>
<td>55.97</td>
<td>68.84</td>
<td>77.92</td>
<td>85.19</td>
<td>88.02</td>
</tr>
<tr>
<td>STATUS</td>
<td>60.50</td>
<td>72.58</td>
<td>82.04</td>
<td>88.46</td>
<td>92.77</td>
</tr>
</tbody>
</table>

Table 6.4: Performance comparison among various models for occupation inference from multiple social media platforms. The performance is measured in terms of $P@K$ (%).

<table>
<thead>
<tr>
<th>Approaches</th>
<th>$P@1$</th>
<th>$P@2$</th>
<th>$P@3$</th>
<th>$P@4$</th>
<th>$P@5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>41.04</td>
<td>28.13</td>
<td>22.10</td>
<td>18.17</td>
<td>15.08</td>
</tr>
<tr>
<td>GLR</td>
<td>46.73</td>
<td>30.27</td>
<td>23.27</td>
<td>18.99</td>
<td>15.45</td>
</tr>
<tr>
<td>MSIF</td>
<td>50.31</td>
<td>31.73</td>
<td>24.11</td>
<td>19.80</td>
<td>16.46</td>
</tr>
<tr>
<td>MTL</td>
<td>51.29</td>
<td>32.55</td>
<td>24.53</td>
<td>19.65</td>
<td>16.35</td>
</tr>
<tr>
<td>regMV MT</td>
<td>55.97</td>
<td>34.42</td>
<td>25.97</td>
<td>21.30</td>
<td>17.60</td>
</tr>
<tr>
<td>STATUS</td>
<td>60.50</td>
<td>36.29</td>
<td>27.35</td>
<td>22.11</td>
<td>18.55</td>
</tr>
</tbody>
</table>

simultaneously. (4) $\text{regMVMT}$ outperforms all the competitors, except $\text{STATUS}$. This is because it jointly regularizes the task relatedness and source fusion. However, it restricts the relatedness among tasks in a uniform way without considering the prior knowledge. Moreover, it is unable to select discriminative task-specific and task-sharing features. As an extension of $\text{regMVMT}$, our proposed $\text{STATUS}$ has resolved these issues by leveraging graph-guided fused lasso penalty. That is why it achieves the best performance consistently in terms of $S@K$ and $P@K$ at different depths. And (5) the performance in terms of $S@1$ and $P@1$ is as high as 60.50%; that means for up to 60% users, our model can precisely infer their occupations, if our model only predicted one occupation for each user only. Meanwhile, the value of $S@5$ almost ensures that at least one occupation is correct among the top five predicted ones.

We also conducted the analysis of variance (known as ANOVA) based on $S@5$ and $P@5$, respectively. To be more specific, we performed pairwise t-test between our proposed $\text{STATUS}$ model and each of the competitors based on 10-fold cross validation results in terms of $S@5$ and $P@5$. The results are summarized in Table 6.5. It can be observed that all the p-values are
much smaller than 0.05, which shows that the improvements of our proposed model over other baselines are statistically significant.

Table 6.5: The p-value of pairwise significance test between our proposed STATUS model and each of the baselines. We can see that all the p-values are greatly smaller than 0.05, and they indicate that the differences are significant.

<table>
<thead>
<tr>
<th>Pairwise Significance Test</th>
<th>Metrics</th>
<th>p-value over S@5</th>
<th>p-value over P@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>STATUS vs. SVM</td>
<td>2.82e-05</td>
<td>1.79e-03</td>
<td></td>
</tr>
<tr>
<td>STATUS vs. GLR</td>
<td>5.32e-04</td>
<td>1.03e-03</td>
<td></td>
</tr>
<tr>
<td>STATUS vs. MSIF</td>
<td>6.80e-03</td>
<td>5.31e-02</td>
<td></td>
</tr>
<tr>
<td>STATUS vs. MTL</td>
<td>1.28e-03</td>
<td>4.08e-02</td>
<td></td>
</tr>
<tr>
<td>STATUS vs. regMV MT</td>
<td>1.05e-03</td>
<td>2.07e-02</td>
<td></td>
</tr>
</tbody>
</table>

6.6.4 COMPONENT-WISE ANALYSIS

To examine how effective each component is in the proposed STATUS model, we carried out experiments to compare the performance of the following methods. In fact, these methods can be deduced from our STATUS model by excluding some terms:

- **SLF**: Squared Loss Function can be derived by setting \( \lambda, \beta, \) and \( \mu \) to be zero, respectively. In this case, we do not consider both the source relatedness and task relatedness.

- **MSL**: Multi-Source Learning model can be obtained by setting \( \beta \) as zero. In such case, the graph-guided fused lasso is not considered.

- **MTLg**: Multi-Task Learning model with Graph-guided penalty is a special case of our proposed STATUS model by setting \( \lambda \) to be zero [23]. In such a context, the source relatedness is not taken into consideration.

- **STATUS**: Our proposed multi-source learning model with graph-guided fused lasso penalty.

The results of component-wise analysis are summarized in Tables 6.6 and 6.7. From this table, the following observations can be made: (1) **SLF** is the most unsatisfactory method, whose result is even worse than that of **SVM**. This may be caused by three facts. First, the model of **SLF** does not support the function of sparsity or complexity control, and hence it is easy to be overfitting. Second, it neither explores the structural relatedness among tasks, nor considers the agreement among sources. Third, it is unable to select descriptive features. The comparative results imply that feature selection, multi-source learning, and multi-task learning are of vital importance for user attributes learning. (2) **The performance of MSL is much better than SLF**, but it is less
promising as compared to that of \( MTL_g \). This demonstrates that graph-guided fused lasso penalty holds more encouraging effects than that of multi-source fusion. The main reason may be that our dataset is not very large, and \( MTL_g \) enables the training samples sharing among closely related tasks, which greatly alleviates the problem of insufficient training samples. (3) Jointly and comparatively analyzing Tables 6.3 and 6.6, Tables 6.4 and 6.7, we can see that \( MTL_g \) performs better than the conventional \( MTL \). The possible reason is that, beside task relatedness modeling, the former also plays a role in feature selection. And (4) our proposed \( STATUS \) seamlessly sews all these components and stably works best. We also conducted the pairwise significance test between \( STATUS \) and each of its components. All the p-values are smaller than 0.05, which shows that the improvements boosted by \( STATUS \) are statistically significant.

**Table 6.6:** Experimental results of component-wise analysis. The experimental results are measured by \( S@K \) (%).

<table>
<thead>
<tr>
<th>Components</th>
<th>S@1</th>
<th>S@2</th>
<th>S@3</th>
<th>S@4</th>
<th>S@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( SLF )</td>
<td>39.53</td>
<td>56.79</td>
<td>63.27</td>
<td>68.05</td>
<td>71.04</td>
</tr>
<tr>
<td>( MSL )</td>
<td>52.67</td>
<td>64.06</td>
<td>73.84</td>
<td>80.72</td>
<td>84.91</td>
</tr>
<tr>
<td>( MTL_g )</td>
<td>54.09</td>
<td>67.61</td>
<td>75.60</td>
<td>82.23</td>
<td>87.45</td>
</tr>
<tr>
<td>( STATUS )</td>
<td>60.50</td>
<td>72.58</td>
<td>82.04</td>
<td>88.46</td>
<td>92.77</td>
</tr>
</tbody>
</table>

**Table 6.7:** Experimental results of component-wise analysis. The experimental results are measured by \( P@K \) (%).

<table>
<thead>
<tr>
<th>Components</th>
<th>P@1</th>
<th>P@2</th>
<th>P@3</th>
<th>P@4</th>
<th>P@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( SLF )</td>
<td>39.53</td>
<td>28.40</td>
<td>21.09</td>
<td>17.01</td>
<td>14.21</td>
</tr>
<tr>
<td>( MSL )</td>
<td>52.67</td>
<td>32.03</td>
<td>24.61</td>
<td>20.18</td>
<td>16.98</td>
</tr>
<tr>
<td>( MTL_g )</td>
<td>54.09</td>
<td>33.81</td>
<td>25.20</td>
<td>20.56</td>
<td>17.49</td>
</tr>
<tr>
<td>( STATUS )</td>
<td>60.50</td>
<td>36.29</td>
<td>27.35</td>
<td>22.11</td>
<td>18.55</td>
</tr>
</tbody>
</table>

### 6.6.5 SOURCE INTEGRATION

We believe that the discriminative capabilities for individual source or source combinations vary significantly. We thus conducted experiments to study the representativeness of individual sources and various source combinations for user occupation inferences.

Table 6.8 comparatively displays the experimental results. Notably, when learning on individual source, our proposed \( STATUS \) model degenerates into a multi-task learning model with graph-guided penalty, which only considers the task relatedness and feature selection. It is intuitive that feeding our model with all the three sources obtains the best results. Meanwhile, we noticed that the model trained on individual Twitter is effectively ahead of that trained on indi-
individual Foursquare and Instagram, respectively. This reveals that the Twitter source is much more informative in the user representation. One reason for such a result may be that the users in our dataset are very active on Twitter and the data crawled from Twitter is hence very intensive. We also observed that in the bi-source combinations, the integration of Twitter and Foursquare outperforms others, but is still suboptimal as compared to the tri-source combination. This tells us that the visual information from Instagram is a positive added value. From the last column of Table 6.8, it can be seen that the model leveraging all the three sources is statistically better than those leveraging only parts of them.

<table>
<thead>
<tr>
<th>Source Combination</th>
<th>S@1</th>
<th>S@3</th>
<th>S@5</th>
<th>P@1</th>
<th>P@3</th>
<th>P@5</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter</td>
<td>57.55</td>
<td>79.34</td>
<td>90.72</td>
<td>57.55</td>
<td>26.45</td>
<td>18.14</td>
<td>1.06e-02</td>
</tr>
<tr>
<td>Instagram</td>
<td>35.50</td>
<td>56.98</td>
<td>63.27</td>
<td>35.50</td>
<td>18.99</td>
<td>12.65</td>
<td>4.26e-06</td>
</tr>
<tr>
<td>Foursquare</td>
<td>41.86</td>
<td>62.80</td>
<td>70.60</td>
<td>41.86</td>
<td>20.93</td>
<td>14.12</td>
<td>3.41e-05</td>
</tr>
<tr>
<td>Twitter + Instagram</td>
<td>58.02</td>
<td>79.91</td>
<td>81.60</td>
<td>58.02</td>
<td>26.64</td>
<td>16.32</td>
<td>1.87e-02</td>
</tr>
<tr>
<td>Twitter + Foursquare</td>
<td>59.03</td>
<td>80.91</td>
<td>91.82</td>
<td>59.03</td>
<td>26.97</td>
<td>18.36</td>
<td>2.45e-02</td>
</tr>
<tr>
<td>Instagram + Foursquare</td>
<td>48.05</td>
<td>68.62</td>
<td>74.53</td>
<td>48.05</td>
<td>22.87</td>
<td>14.91</td>
<td>8.26e-04</td>
</tr>
<tr>
<td>Twitter + Instagram + Foursquare</td>
<td><strong>60.50</strong></td>
<td><strong>82.04</strong></td>
<td><strong>92.77</strong></td>
<td><strong>60.50</strong></td>
<td><strong>27.35</strong></td>
<td><strong>18.55</strong></td>
<td>——</td>
</tr>
</tbody>
</table>
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eters corresponding to the best $P@5$ were used to report the final results. For other competitors, the procedures to tune the parameters are analogous to ensure fair comparison.

6.6.7 COMPUTATIONAL ANALYSIS

In the training process, the computational complexity comes from three parts: (1) graph construction and normalization, $O(C^3)$; (2) calculation of $A$ and $W$, $O(D \times (C + \mid \mathcal{E} \mid))$ and $O(D^3 + CD^2)$, respectively; and (3) the alternative iteration between $A$ and $W$, $p$ times. Thereinto, $C$, $D$, $\mid \mathcal{E} \mid$ and $p$ respectively refer to the number of occupation titles studied in our work, the feature dimensions extracted from all the sources, number of edges in the constructed graph, and iteration times. Hence, the overall time complexity scales as $O(C^3 + p(D^3 + CD^2 + CD + D\mid \mathcal{E} \mid))$. Usually, $D$ is much larger than $C$, and the final complexity can be thus restated as $O(pD^3)$. In our work, $C$ is 80, $D$ is 2,111, and $p$ is in the order of hundreds. The process can be completed in less than 10 s excluding feature extraction over a computer equipped with a 3.4 GHZ CPU with 16 GB RAM. Therefore, our model has a large potential to be applied to other web-scale or realtime applications.

6.7 OTHER APPLICATION

People go to fortune tellers in hopes of learning things about their future. A future career path is one of the topics most frequently discussed. But rather than rely on “black arts” to make predictions, we can scientifically and systematically study the feasibility of career path prediction from social network data by our proposed STATUS model.

A user’s career path refers to the user’s occupational growth in his or her career life. It comprises several distinct career stages, and each stage contains a set of equivalent occupational titles. The objective of this work is to predict the future career stages of a given user, the so-called career path modeling, which can provide potential benefits for employees, employers, and headhunters. For employees, they can get information about their current career stages, the time point for their next job-hop, as well as the whole picture of their own career paths. For employers, they will be informed of the career progressions of their employees and decide what would be the best time to promote their employees or increase their salaries. When it comes to headhunters, they could be advised of the appropriate time to talk to their target customers as well as the proper job positions for their customers. These efficient and accurate job hunting and recommendation processes will greatly facilitate headhunting and reduce their efforts considerably. As a consequence, career path modeling is a research topic with high potential and has many real-world applications.

Beside the source fusion and feature selection challenges, a user’s career path normally comprises a sequence of occupations. Instead of mutual independence, they are correlated with each other in chronological order. Therefore, how to temporally characterize such relatedness poses another challenge. Toward this end, we can equally split the career path into multiple time intervals, and each of them is treated as a task. A career path is generally a gradual process, and hence sudden changes of career stages between neighboring time points should be penalized. For
instance, it is much more smooth for a research fellow to become an assistant professor rather than a full professor in their next position. As you can see, when applying STATUS to model the career path, it is different from occupation inference. Here a task is a time point for one specific career path.

The detailed information of this application can be found in this paper [75].

6.8 SUMMARY

This chapter presents a novel multi-source multi-task learning model for user attributes learning from multimodal and multimedia sources. This model seamlessly sews information cues from heterogeneous sources, and regularizes the inter-task relatedness with the graph-guided penalty. In addition, it also jointly learns the task-sharing and task-specific features via lasso and graph-guided fused lasso. The graph-structure is constructed by leveraging the external and internal knowledge. We relaxed the non-smooth objective function to a smooth one, and derived its optimization process. To validate our proposed model, we crawled ground truth, short texts, check-ins, and images from four prevailing sources, namely, Linkedin, Twitter, Foursquare, and Instagram. Representative features were extracted from these sources to characterize users from various views. Extensive experiments on this dataset shows the priority of our model to the baselines. It is worth mentioning that our model is flexible to incorporate more sources and it is applicable to infer other attributes beyond occupations.
In this book we presented some application-motivated problems. To solve these problems, we introduced some general principles, methodologies, and optimizations by jointly learning from multiple social networks. In particular, we first declared an engineering approach to multi-source data gathering and theoretical methods for data completion. The task of data completion is to estimate the missing data caused by the fact that some users may be very active in certain social networks while inactive in others. We then developed a novel and robust multi-source mono-task learning model to collaboratively integrate information cues from multiple social networks, which is applied to the application of volunteerism tendency prediction. Following that, an efficient mono-source multi-task learning model was designed to handle multi-class problems, which was validated on the application of user interest inference. After that, we generalized the above two models to a series of multi-source multi-task learning models, and demonstrated the effectiveness of these models on practical applications, such as occupation prediction.

That being said, learning from multiple social networks is still a young and highly promising research field. There are many unexplored but fruitful future directions and challenging research issues. We illustrate a few of them here.

**Complementary Relatedness**

The philosophy behind the multi-source learning models covered in this book is source agreement. In other words, the predicted results from individual sources should be equal or very close to each other, and the differences are penalized by regularizations. But we ignore another important relatedness among sources, i.e., complementarity. Complementarity is defined as the information revealed by source $A$ cannot be replaced by or inferred from source $B$. The use of the complementary relatedness among resources can create additional, super-additive value synergies that are not captured by source consistency.

Besides, the complementary part of a specific source is not necessarily useful for all the desired tasks. Take user occupation inference as an example. Assume that we are given a set of users and their two sources comprising of Quora and Facebook. Each user is associated with one occupation (task) of programmer, doctor, cook. As known, well-educated professionals prefer answering questions in Quora. Hence, the complementary part on Quora is useful for the task of programmer and doctor, but not cook. In comparison, cook may often share their photos on Facebook. Thus, the complementary part on Facebook is beneficial to the task of cook. We need to preserve the useful cues and keep out the useless ones. How to identify the task-specific use-
ful knowledge from complementary part in each source remains largely an unaddressed research problem.

**Privacy Issues in Multi-sources**

Due to the public nature of online social networks, privacy is a significant issue, as people are likely to share their daily lives online. According to the report [99], 50% of Internet users were concerned with the information disclosed about them online, which was about 30% in 2009. Privacy is defined as the individual’s ability to control what information is disclosed, to whom, when, and under what circumstances [9]. Several efforts have been dedicated to this growing research area [64], such as re-identification [7, 42], data publishing [144], and differential privacy [31]. However, most of the existing work focus on a single social network. In reality, users can leak their private daily life on Twitter, personal identifier attributes on Facebook, and their employer on LinkedIn, aggregating these users’ information leakages from multiple social networks is a promising research area [38, 40]. Furthermore, to the best of our knowledge, very limited work regarding privacy has been done on UGCs from the perspective of content analysis, which is the most challenging and of great value.

Investigating the privacy issue across multiple social networks, however, is non-trivial due to the following reasons. First, how to characterize and model privacy is a tough challenge. The interpretation of privacy may be subjective and differs from individuals to individuals. In such situations, some guidelines should be predefined, which declare what information is private and the privacy degree. Apart from investigating the literature of social science, user study may be helpful to obtain such relevant guideline. Second, some prescriptive analysis should be given to help users protect their privacy. Once we detect that some information is leaked by UGCs, what kinds of actions can be done to relieve the affects? Last but not least, due to the freedom and limited-length nature of UGCs, the noisy data would hinder the effective content analysis.
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