Probabilistic Optimized Ranking for Multimedia Semantic Concept Detection via RVM
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ABSTRACT
We present a probabilistic ranking-driven classifier for the detection of video semantic concept, such as airplane, building, etc. Most existing concept detection systems utilize Support Vector Machines (SVM) to perform the detection and ranking of retrieved video shots. However, the margin maximization principle of SVM does not perform ranking optimization but merely classification error minimization. To tackle this problem, we exploit the sparse Bayesian kernel model, namely the relevance vector machine (RVM), as the classifier for semantic concept detection. Based on automatic relevance determination principle, RVM outputs the posterior probabilistic prediction of the semantic concepts. This inference output is optimal for ranking the target video shots, according to the Probabilistic Ranking Principle. The probability output of RVM on individual uni-modal features also facilitates probabilistic fusion of multi-modal evidences to minimize Bayes risk. We demonstrate both theoretically and empirically that RVM outperforms SVM for video semantic concept detection. The tests on TRECVID 07 dataset show that RVM produces statically significant improvements in MAP scores over the SVM-based methods.
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1. INTRODUCTION
Effective indexing and retrieval of semantic contents of videos remains a challenging problem, due to the semantic gap between machine computable low-level features and semantic interpretation by humans [26]. The retrieval and etc have spurred much research attention, as it can be regarded as an intermediate step for complete understanding of video contents [6, 8, 15, 17]. The task of semantic concept detection or high-level feature extraction is to retrieve and rank top N shots in order of their relevance to the given semantic concept. The accuracy of ranking of retrieved shots is crucial to detection systems, as the searchers are usually concerned in top-ranked results only. The mean average precision (MAP) evaluation criteria in TRECVID benchmark [23] also reflects this preference, by imposing more penalties on irrelevant retrieved shots at earlier ranking positions.

Most existing concept detection systems [17, 26, 3, 4, 10, 11] employ Support Vector Machines (SVM) [28] as the classifier to detect and rank the returned shots, due to its good practical performance, generalization on high-dimensionality, etc. In SVM, the shot ranking is determined based on the confidence of classified relevant shot, namely, the distance between the shot sample and the decision boundary in the feature space. The decision boundary is determined to be the one for which the margin between the positive and negative shot samples is maximized. The original formulation of SVM is for classification and its maximum margin principle incorporates the error minimization rather than ranking optimization as the basis, which makes the subsequent shot ranking by their SVM outputs problematic.

In the case that the data samples are linearly separable, it is reasonable to equal the relevance of a sample to its distance to the decision boundary. This is because the decision boundary is the hyperplane that completely separates the positive and negative samples. However, in practice, the distribution of shots in feature space is fairly complicated and the shot samples are not linearly separable, even in the hyperspace projected through non-linear kernel functions. In such circumstance, some data points are allowed to be on the wrong side of the margin boundaries and the boundary is chosen to be the one for which the soft margin is maximized with the tradeoff of penalty on misclassified data. The decision boundary generated now are not reliable to be used for ranking. This is because in the highly non-separable data distribution, the decision boundary will not be the exact hyperplane separating positive and negative samples. The location of decision hyperplane in the feature space will be highly unstable and sensitive to training samples (possible support vectors), choice of kernel functions and soft margin control parameters (penalty weight on misclassified training samples) [33]. It is therefore unreliable to take the decision boundary as the basis for ranking. The toy example in Figure 1 embodies the issues above. As shown, based on the distance to decision boundary, the negative data sample A and B will be falsely ranked as the most relevant data.
demonstrate that it is more suitable for HLF detection task theoretically. Section 4 presents the probabilistic fusion of multi-modal evidences based on RVM outputs. Section 5 presents the experimental results to demonstrate that RVM outperforms SVM empirically in TRECVID 07 dataset. Finally, Section 6 concludes the paper.

2. RELATED WORK

Many research efforts have been done on semantic concept detection in videos. Naphade el at. [17] proposed to exploit cross domain detectors and boost detector performance based on concept inter-relation and fusion. Snoek el at. [24] proposed to utilize region-based features and temporal image features to achieve generic concept detection. Jiang el at. [11] explored the part-based low level visual features, namely bag-of-visual-words (BoW) local features, for concept detection. Though all the systems above have achieved superior performance in TRECVID evaluation, the ranking aspect is either simplified or overlooked. In these systems, the concept detection is formulated as a binary classification problem solved by training a SVM on relevant and irrelevant training shots. The "learning to rank" process is simplified to manipulating SVM outputs only. To optimize the ranking, Gao and Sun [9] proposed a classifier to maximize Receiver operating characteristic (ROC) area, which is a surrogate of MAP score. The maximization of ROC area however might only lead to a sub-optimal MAP [32]. This is because the ROC area imposes equal penalty to misordering of a relevant/non-relevant pair regardless of their ranking positions, while MAP gives higher penalties to such misordering if they have higher position in the ranking list. In other words, the optimal MAP leads to optimal ROC, while the optimal ROC does not guarantee an optimal MAP. Different from previous systems, our proposed approach focuses on 'learning to rank' aspect and accomplishes a probabilistic optimal ranking in concept detection, in the framework of sparse Bayesian learning. To our best knowledge, this is the first approach that addresses the MAP optimization issue in video concept detection from a probabilistic perspective.

Our approach is closely related to "learning to rank" problem in document retrieval in text domain [30], as both aim for optimal ranking. However, the difference is that in the "learning to rank" problem in document retrieval, the partial ordering (or relevance ranking) of labeled data is usually available [30], while in video concept detection, only the concept labels of data are available. This renders the existing ranking algorithms, like ranking SVM [30], not applicable in concept detection task.

3. RVM-BASED HIGH-LEVEL CONCEPT DETECTION

In the task of concept detection, for a given concept, a set of training video shots are labeled with \( \{t_i\}_{i=1}^N \), where \( t_i \in \{0, 1\} \) and \( t_i = 1 \) (0) means the concept is present (not present) in shot \( i \). For each shot, a set of features are extracted from one or multiple modalities, such visual, auditory and text. For simplicity, we assume the feature for shot \( i \) is a uni-modal feature vector \( x_i \) and discuss probabilistic fusion of multiple modalities later. The target of HLF detection is that for each unseen video shots \( x^* \), we want to determine the presence of a given concept and rank it \( x^* \) in the retrieval list in order of its relevance.

For a long time, the high-level concept detection has been regarded as a 2-class classification task [17, 24, 11], while its ranking aspect has been overlooked. The ranking issue in IR domain however has been better researched and studied.
where \( w_i \) is the model weight and \( K(\cdot, \cdot) \) is a kernel function effectively defining one basis function over each training sample. The SVM takes identical form of Eq. (2), but with the target of performing margin maximization. RVM follows the statistical convention to generalize the linear model Eq (2) to \( p(t|x) \) by utilizing logistic sigmoid link function \( \sigma(y) = 1/(1 + e^y) \). In the two-class classification, \( p(t|x) \) follows Bernoulli distribution, as \( t_i \in \{0, 1\} \). The conditional probability distribution of target is therefore defined as:

\[
p(t|x,w) = \sigma(y(x))^t[1-\sigma(y(x))]^{1-t}
\]

where \( w = \{w_i\} \) is the weights. Therefore, the likelihood of complete dataset is defined as:

\[
\mathcal{L}(w) = p(t|X,w) = \prod_{i=0}^{N} \sigma(y(x_i))^{t_i}[1-\sigma(y(x_i))]^{1-t_i}
\]

A direct way to solve for \( w \) is Maximum-Likelihood estimation, which will however lead to severe overfitting. We therefore impose an Gaussian prior \( p(w|\alpha) = \prod_{i=0}^{N} \mathcal{N}(w_i|0, \alpha^{-1}) \) over \( w \) for a smoother function, based on Automatic Relevance Determination (ARD) principle. \( \alpha \) is the hyperparameter that controls the prior distribution of weight \( w_i \).

### 3.3 Parameter Learning for RVM

Ideally, the marginal likelihood of shot relevance \( p(t|x, \alpha) \) can be computed by integrating out the nuisance parameter \( w \). However, such integration from Eq (4) cannot be performed analytically. An approximation process is therefore needed for Bayesian integration. There are several Bayesian approximation strategies available, such as Laplace’s method [7], Markov Chain Monte Carlo (MCMC) sampling [18] and variational techniques [2]. The MCMC sampling can perform exact computation for Bayesian integration, but it is slow and lacking of convergence checking mechanism. Here, we exploit the Laplace’s method [7] used by Tipping in [27] to perform Bayesian integration approximation, as it is reported with good practical performance [27].

The Laplace’s method uses a local Gaussian approximation to the posterior distribution \( p(w|t, \alpha) \) of the weights. For the currently fixed values of \( \alpha \), the most probable weights \( w_{MAP} \) are the mode of posterior distribution:

\[
p(w|t, \alpha) = \frac{p(t|w)p(w|\alpha)}{p(t|\alpha)}
\]

As \( p(w|t, \alpha) \propto p(t|w)p(w|\alpha) \), \( w_{MAP} \) can be obtained by maximizing \( \log(p(t|w)p(w|\alpha)) \), or equivalently:

\[
J(w|t, \alpha) = \sum_{i=0}^{N} [t_i \log(\sigma_i) + (1-t_i) \log(1-\sigma_i)] - \frac{1}{2} w^T A w
\]

where \( \sigma_i = y(x_i) \) and \( A = \text{diag}(\alpha_0, \alpha_1, ..., \alpha_N) \) with current fixed values.

This optimization can be solved by employing ‘iteratively reweighted least squares’ algorithm based on the gradient vector \( \nabla J(w|t, \alpha) \) and Hessian matrix \( \nabla \nabla J(w|t, \alpha) \).

After obtaining \( w_{MAP} \), the optimization of the hyperparameters \( \alpha \) can then be performed using a re-estimation framework and updated with re-evaluation of the mode of the posterior, until the convergence is reached. For current estimated \( w_{MAP} \), the hyperparameters \( \alpha_i \) can be updated by maximizing Eq (4). With new values of \( \alpha_i \), \( w_{MAP} \) can be updated again and the optimization process proceeds until the change of \( \alpha_i \) values is below certain threshold. Dur-
ing the optimization process, many \( \alpha_i \) values will become quite large. Consequently, their corresponding weights \( w_i \) approaches zero. The vectors \( x_i \) with \( w_i > 0 \) are called relevance vectors and the probabilistic classifier is called relevance vector machines (RVM).

3.4 Theoretical Analysis of RVM

Here we theoretically analyze the properties of RVM in various aspects and compare it with SVM to demonstrate that RVM is more suitable for HLF detection task.

3.4.1 Probabilistic Output

Rather than a hard classification decision, RVM provides an estimate of posterior probability \( p(t=1|x) \) for the presence of a certain concept in a given shot \( x \). According to PRP, the ranking based on such conditional probability is optimal. As in Eq 3, the posterior probabilistic output \( p(t|x) \) is estimated from sigmoid function \( \sigma(x) \). The inference \( p(t|x) \) by RVM is proved to be a consistent estimation by Tipping [27]. This is attributed to the Bernoulli distribution incorporated in likelihood in Eq. 4 for the Bayesian learning, which is equivalent to the ‘cross-entropy’ error function in the log-domain [27]. When the number of data samples approaches infinity, the estimate of \( p(t|x) \) by RVM becomes exact [27].

In contrast, SVM yields a real number output of the distance between decision boundary and given data point in the feature space. To generate posterior probability from SVM output, Platt [20] proposed to fit the SVM output \( y(x) \) into a sigmoid function \( \sigma(Ay(x) + B) \). Though the SVM output now is in the range [0, 1], this probability estimate is however proved to be not reliable [27]. This is because the maximum margin principle renders the SVM output \( y(x) \) not a good approximation of log-odds \( \log\left(p(t \in c_+|x)/p(t \in c_-|x)\right) \), which is necessary for a valid sigmoid estimation of posterior probability.

3.4.2 Model Sparsity

Different from visual object recognition tasks, the HLF detection usually has a small number of positive training samples available, but a huge amount of testing data. For example in TRECVID 07 dataset, the number of positive shots available for training amounts to only 423 per concept in average, while the testing corpus consists of around 18k shots for concept identification. This requires that the HLF detection model must be sparse for computational efficiency. The prior Gaussian distribution on weight \( w_i \) with mean = 0 enables RVM to achieve model sparsity. This is because with the initial mean of 0, all the weights are effectively ‘initialized’ with the value of 0 after integration over prior Gaussian distribution. After parameter learning, most weights are sharply peaked around zero. Consequently, the small number of non-zero weights and small number of corresponding relevance vectors make the linear model of RVM sparse. The experimental results show that the number of relevance vectors in RVM is much smaller than that of the support vectors in SVM. Intuitively, RVM attempts to describe the decision surface “as simply as possible” by selecting “prototypical” instances, while SVM describes the decision surface by selecting boundary and misclassified instances. As the data points are rather linearly non-separable in the feature space, the number of support vectors tends to grow linearly with the size of training set. Such model sparsity of RVM enables good scalability in large scale dataset, which is usually an important consideration in practice, as most video corpus tends to be large.

3.4.3 Complexity of Learning Algorithm

The parameter learning process of RVM involves the optimization of a non-convex function. For a model with \( M \) basis functions (or training samples), the update of hyperparameters in RVM takes inversion of the posterior weight covariance matrix of size \( M \times M \), which requires \( O(M^3) \) computation and \( O(M^2) \) memory space. Fortunately, in video concept detection, the number of positive training samples is quite limited, which yields the training complexity of RVM quite manageable. On the other hand, the margin maximization in SVM is an optimization process that requires quadratic complexity of \( O(M^2) \) only.

4. PROBABILISTIC FUSION OF MULTIPLE MODALITIES

The probability output of RVM on each uni-modal feature enables us to fuse the multiple evidences from various modalities in a Bayesian framework. Let shot \( i \) consist of \( K \) sets of uni-modal features \( \{X^k_i\}^K_k \) extracted from \( K \) different modalities or channels, such as color, texture, audio, text, etc, as shown in Figure 3. Here, we assume that feature \( X^k_i \) is iid sample from its distribution and different features are conditionally independent given its hosting shot \( i \), as illustrated in Eq. (7).

\[
P(\{X^k_i\}^K_k | t_i) = \prod_{k=1}^{K} P(X^k_i | t_i) \tag{7}
\]

For each uni-modal feature \( X^k_i \), the posterior probability \( P(t_i|X^k_i) \) can be obtained from RVM, as introduced in previous Section. According to the Bayes rule \( P(A|B) = \frac{P(A \cap B)}{P(B)} \), we have the probabilistic fusion of multiple evidences:

\[
P(t_i|\{X^k_i\}^K_k) = P(\{X^k_i\}^K_k | t_i) \cdot \frac{P(t_i)}{P(\{X^k_i\}^K_k)} \tag{8}
\]

where \( P(\{X^k_i\}^K_k) = \prod_{k=1}^{K} P(X^k_i) \) and the prior \( P(t_i) \) is assumed to be a uniform distribution. Substituting Eq (7) into Eq (8), we have the fusion output:

\[
P(t_i|\{X^k_i\}^K_k) = \frac{\prod_{k=1}^{K} P(t_i|X^k_i)}{Z(\{X^k_i\}^K_k)} \tag{9}
\]

where \( Z(\{X^k_i\}^K_k, t_i) \) is a normalization factor that ensures \( \sum_{t=1}^{T} P(t_i|\{X^k_i\}^K_k) = 1 \).

4.1 Comparison to Existing Fusion Schemes

Generally, the multi-modal evidence fusion schemes can be classified into 2 types: early fusion and late fusion [25]. Early-fusion is a fusion scheme that integrates uni-modal features before learning the concepts, while late-fusion first reduces uni-modal features to separately learned concept scores before integrating them to eventually learn the concepts. The probabilistic multi-modality fusion is classified to late fusion scheme, as it manipulates the output of classifiers on individual uni-modal features. However, in contrast to existing ad-hoc late fusion schemes, the proposed fusion method is well-grounded, based on probabilistic theories. Moreover, unlike the non-interpretable fusion output of other late fusion schemes, the fusion result is an interpretable posterior probabilities of concept relevance, which is derived from posterior probability of relevance from uni-modal features. Same as other late-fusion schemes, the main disadvantage of our fusion method is that it ignores the correlation between different features. However, when fusing
features from completely different modality or channels, the loss of correlation between them becomes less critical.

## 5. EXPERIMENTS

### 5.1 Testing Dataset and Experimental Setup

We evaluated the proposed concept detector based on TRECVID-07 [23] dataset. The TRECVID-07 dataset is a 100-hour documentary video corpus, consisting of 21642 training and 18470 testing shots respectively. In the experiments, we choose the 20 semantic concepts, such as airplane, boat/ship, building, which are used in TRECVID-07 evaluation [23]. Figure 4 displays the example keyframes of the selected concepts for evaluation.

We exploit 4 types of features from both visual and text modalities. They are color moment (CM), wavelet texture (WT), bag of words (BoW) and automatic speech recognition (ASR) text. The first 3 types of visual features are extracted from keyframe of each shot. For CM, we compute the first 3 moments of RGB color channels over 5×5 grids to form a 225D feature vector. For WT, we divide a keyframe into 4×3 grids and compute the variance in 9 Haar wavelet sub-bands for each grid. This gives rise to a 108D feature vector for a keyframe. For BoW, we first extract approximately 800 SIFT [14] features from each keyframe, based on keypoints detected by DoG [14] and Hessian Affine [12]. We then generate the codebook of 500 visual words by performing a soft vector quantization on SIFT features via Gaussian Mixture Model [1]. Namely, we fit a probabilistic mixture model to the distribution of training SIFT regions in descriptor space, and then code new regions by their vectors of posterior mixture-component membership probabilities [1]. The text feature is extracted from ASR transcripts and each shot is simply represented by a vector of term frequency. For RVM classifier, we employ Gaussian as kernel functions.

### 5.2 Evaluation Criteria: MAP Score

The evaluation criteria here is the mean average precision (MAP), which is the mean of average precision (AP) of each concept. The AP is the sum of the precision at each relevant hit in the retrieval list divided by the total number of relevant shots in the collection. AP is defined as below:

\[
AP = \frac{\sum_{r=1}^{R} Prec(r) \times rel(r)}{R}
\]

where \(r\) is shot rank, \(R\) is the total number of shots retrieved, \(Prec(r)\) is the precision of retrieval list cut-off at rank \(r\), \(rel(r)\) is an indicator (0 or 1) of the relevance of rank \(r\) and \(T\) is the total number of relevant shots in the corpus. The average precision is an ideal measure of retrieval quality, which is determined by the overall ranking of relevant shots.

### 5.3 HLF Detection by Uni-Modal Features

To test the generality of RVM, we apply RVM and SVM on CM, WT, BoW and text to detect high-level concept separately. For the cross validation in SVM, we split the training data into 2 parts: 3/4 for training and 1/4 for parameter tuning in cross validation runs. Table 1 tabulates the MAP performance of RVM and SVM on these uni-modal features. As shown in Table 1, RVM produces a considerable improvement over SVM on all features. Specifically, the RVM improves the MAP by 7.1% over SVM in average. We attribute the MAP score improvements to the better ranking delivered by probabilistic ranking principle and posterior conditional probability of concept presence by RVM. Moreover, the consistent MAP improvements by RVM on all features demonstrate that the RVM is a generic classifier and not over-fitting for any special features.

### 5.4 HLF Detection by Multi-Modal Features

Next, we fuse the features from multi-modalities to test the effectiveness of RVM. For RVM, the multi-modal fusion is accomplished by the probabilistic fusion introduced in Section 4. For SVM, the late fusion of averaging individual SVM outputs of 3 features is exploited, due to its simplicity and good practical performance [11].

Fig. 5 displays the AP of each concept by RVM and SVM. Overall, RVM achieves an MAP of 0.101, which produces approximately 9.8% improvements over SVM with MAP of 0.092. Specifically, 14 out of 20 concepts have RVM outperforming SVM with a considerable margin. The statically
significant improvements in MAP scores by RVM further demonstrate that RVM can yield better ranking of retrieved shots. Moreover, compared to MAP improvement (7.1%) by RVM on uni-modal features, the RVM produces higher MAP improvements of 9.8% in probabilistic fusion. This manifests that the probabilistic fusion with proper Bayesian theoretical foundations is more suitable than the ad-hoc average-SVM fusion.

- **Significance Test:** To further confirm that RVM can outperform SVM with a statistical significance in MAP improvements, we perform the significance test on the AP results of 20 concepts by RVM and SVM. The test is to determine whether the AP improvements by RVM over SVM are significant, or whether they are just due to chance. There are several types of significance test methods available, such as the T-test, chi-squared test and so on [5]. Here, we exploit the T-test [5] to measure the significance of MAP improvements, as Cormack and Lynam [5] reported that T-test is an accurate indicator in measuring difference in mean average precision (MAP). The output of T-test, namely t-value, is in fact a signal-noise ratio, which is defined as below:

\[ t = \frac{\text{mean}(AP_{RVM}) - \text{mean}(AP_{SVM})}{\sqrt{\text{var}(AP_{RVM}) + \text{var}(AP_{SVM})}} \]  

Figure 4: Example keyframes of 20 concepts used in TRECVID 07 for evaluation

Table 1: MAP by RVM and SVM on features of CM, WT, BoW, text and feature fusion respectively.

<table>
<thead>
<tr>
<th></th>
<th>CM</th>
<th>WT</th>
<th>BoW</th>
<th>Text</th>
<th>Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>RVM</td>
<td>0.054</td>
<td>0.036</td>
<td>0.093</td>
<td>0.058</td>
<td>0.101</td>
</tr>
<tr>
<td>SVM</td>
<td>0.051</td>
<td>0.034</td>
<td>0.087</td>
<td>0.053</td>
<td>0.092</td>
</tr>
</tbody>
</table>

Figure 6: The number of positive training samples available for each concept

By looking up the Student’s T test table, we find that the \( P(chance|t = 5.09) \approx 0.0005 \). In other words, there is only 0.0005 probability that the MAP improvements by RVM are by chance.

After detailed comparison on APs of individual concept, we find that for 14 out of 20 concepts, RVM outperforms SVM, while RVM performs worse on 6 concepts, i.e. weather, desert, flag-US, airplane, car, and marching. On close examination, we find that when the concepts have relatively large amount of positive training samples (approximately > 400) available, the RVM tends to outperform SVM consistently. When the number of positive training samples available is relative small (approximately < 400), the advantage of RVM becomes less apparent. We attribute this to the parameter estimation process of RVM. RVM estimates parameters based on ‘iteratively-reweighted least-squares’ algorithm, which is in fact an iterative approximation process sensitive to the number of training data available.

Though RVM and SVM yield different MAP scores, their relative performances on different concepts are quite similar, as shown in Figure 5. This demonstrates that both learning machines generally agree on the relative complexity of different concepts. One major factor of concept complexity is found to be the number of positive training samples available. By correlating the MAP (shown in Figure 5) with the number of positive samples available (shown in Figure 6) for each concept, we observe that the concepts with a large number of positive samples tend to deliver more satisfactory MAP, despite of the usage of RVM or SVM.

- **Benchmark on TRECVID 07:** We compared our system with other reported systems. Table 2 tabulates the MAP of existing systems. As shown, the proposed approach based on RVM outperforms most of the existing systems and delivers a comparable result with the state-of-arts system [31], which however exploited a computationally expensive Multi-Label Multi-Feature learning process [31].

5.5 Efficiency Analysis

The video corpus tends to consist of enormous amount of
Table 2: Comparison of MAP with reported existing systems

<table>
<thead>
<tr>
<th></th>
<th>RVM</th>
<th>[31]</th>
<th>[13]</th>
<th>[19]</th>
<th>[16]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>0.101</td>
<td>0.131</td>
<td>0.099</td>
<td>0.098</td>
<td>0.096</td>
</tr>
</tbody>
</table>

Table 3: Number of RVs, SVs and total training samples

| # of RVs | 6312 |
| # of SVs | 15828 |
| # of training data | 16940 (total) |

keyframes, like 20k in TRECVID 07 dataset. Thus, the efficiency of HLF detector is critical. As both RVM and SVM are in fact linear models, their computational complexity depends on the number of relevant vectors (RVs) and support vectors (SVs). The computational complexity be approximated by \(O(kD)\), where \(k\) is the number of RVs or SVs and \(D\) is the feature dimensionality. For simplicity, we analyze the computational complexity on the BoW uni-modal features only. In the case of multi-modal features, the complexity simply increases linearly by the times of modality number and corresponding feature dimensionality. Ignoring the feature dimensionality, the complexity of RVM and SVM is \(O(k)\).

Table 3 displays the number of relevance vectors and support vectors generated on BoW features. As shown, the number of support vectors by SVM is nearly equal to the number of training samples. This is because the support vectors of SVM capture discriminative information and they are either boundary or misclassified data points. As most training data points are linearly non-separable in BoW feature space, the number of support vectors tends to grow linearly as the number of training samples. In contrast, as Table 3 shows, the RVM only produces 6312 relevance vectors, which is around 1/3 of support vectors. This is because the relevance vectors of RVM capture descriptive information of data and the relevance vectors are prototypical samples that tend to reside in the center of sample distribution. Moreover, the Gaussian prior on kernel weights with mean = 0 also ensures the sparsity of RVM. The much smaller number of relevance vectors enables RVM with better efficiency (approximately 3 times faster than SVM) and scalability on large video corpus.

6. CONCLUSION

We have presented the Relevance Vector Machine (RVM) as a probabilistic ranking-driven classifier for the detection of video semantic concept. The RVM is a specialization of sparse Bayesian learning model, which produces a constituent estimation on the class member posterior probability \(P(t|x)\) based on Bernoulli distribution of likelihood and Laplace approximation Bayesian learning. According to the Probabilistic Ranking Principle, such probabilistic prediction is optimal for the ranking of retrieved shots. Contrasting to the widely used SVM classifier, the RVM has the following advantages. First, the probabilistic output of \(P(t|x)\) of RVM encodes the uncertainty of prediction and yields an optimal ranking in a probabilistic perspective. Second, RVM yields much sparser model than SVM, which improves the efficiency and scalability of HLF detection. Third, as RVM does not need to perform any run of cross validation for parameter tuning, it can fully utilize the limited set of positive training data more effectively. Forth, the inference output of RVM facilitates the probabilistic fusion of evidences from multi-modalities. The experiments on TRECVID 07 dataset showed that RVM can outperform SVM with statistically significant improvements in both MAP accuracy and computational efficiency.

Several issues about RVM remain open. First, RVM is not able to cope with the issue of scarce positive training samples. As shown in the experiments, the number of positive training samples is one of the bottlenecks for MAP performance. Second, though the training process of RVM is manageable, a more efficient method is demanded for parameter learning on large training dataset.
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