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Abstract
• We study how to generate the classification parameters of previously learned

concepts to a new concept.
• We propose a novel Visual Analogy Network Embedded Regression

(VANER) model to jointly learn a low-dimensional embedding space and a
linear mapping function from the embedding space to classification
parameters for base classes.

• We propose an out-of-sample embedding method to learn the embedding of
a new class represented by a few samples through its visual analogy with
base classes.

• In all the low-shot settings,
our method VANER+Voting
consistently performs the best
in both AUC and F1 metrics.

• By comparing our method and
LR, we can see that LR needs
about 20 shots to reach AUC
0.9, while we only need 2
shots, indicating that we can
save 90% of training data.

We random select 6 novel classes and try to find top-3 similar base classes
in our embedding layer. We can see that the top-3 base classes are visually
correlated with the novel classes, and the generalization process can be very
intuitive and explainable.

In some cases, LR outperforms
our transfer method VANER.
Thus we conduct an insightful
experiment to find what is the
driving factor that controls the
success of generalization. We
define similarity ratio (SR) of
a novel class and do linear
regression of the relative
improvement in AUC of our
method over LR on the SR for
each novel class. It shows SR
is helpful to judge whether a
new class is fit for transfer.

Algorithm
The main idea of our method is to generate the classification parameters of
well-trained base classes to a novel class with only a few training samples. In
order to realize this, we propose a framework for learning to learn image
classifiers which consists of two major steps including：
• Learning the mapping function from representation space to classification

parameters in base classes (left part of the framework)
• Generating the base classification parameters to a novel class (right part of

the framework).

Learning Process Loss Function:

Generating Process Loss Function:

Generating Parameters and Late Fusion:

Experiments

Motivation
Compared with machines, people are far better learners as they are capable of
learning models from very limited samples of a new category and make accurate
predictions and judgements accor-
dingly. After observing only one or
a few images, humans could learn
wolves better. As humans have a
mechanism of visual analogy.
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